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Experimental Station Alvra

Ultrafast photochemistry and photobiology

http://www.psi.ch/alvra/
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air scatter

JUNGFRAU 16M / 4M detector at SwissFEL

σ noise ~ 0.25keV
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• Low noise

• 75 x 75 μm2 pixel size

• 3 stage gain switching per pixel

• High dynamic range 

• 1·104 x 12.4 keV photons

JUNGFRAU 16M
- Large 2D area

- Uniform response

4M mode

1 keV-1

Added Gaussian
noise σ 1 keV

JUNGFRAU 4M mode

- reduces the load on DAQ

- saves disk space

Resolution at the edge 

~1.6 Å @ 12 keV



Ivan Usov, Dmitry Ozerov

Online visualization at SwissFEL

A web-browser based allocation to display JUNGFRAU images
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Run Control and Hit Finder at SwissFEL

Application that controls data acquisition and defines peak finder parameters for jet based SFX

1. Enter sample name and 
number of frames per run

2. Laser mode (1:1 on/off)

3. Start data acquisition4. Peak finder parameters:
- Threshold
- Number of connected 

pixels in a peak candidate
- SNR

Online hitrate monitor

Frame number

No. of peaks

% of frames with at least 1 peak found

% of frames with at least 10 peaks found

CrystFEL is integrated into the data acquisition system at 
SwissFEL and runs continuesly in the background. It provides 
live feedback and preliminary results during beam time.

Dmitry Ozerov



Automated indexing and online spreadsheet update

Run number, # Frames (dark/light), # Hits (dark/light), # Indexed (dark/light), Resolution, Hit/indexing rate

Reduces the load on data processing and logbook teams during the experiment!

Depending on the number of frames and hit rate, online CrystFEL results appear ~2 – 10 min after run ends.



Computing resources at SwissFEL/PSI

• online resources:

• Used during beamtime for data conversion, hit finding, auto indexing 
and auto merging with CrystFEL, no user access

• 16 nodes (2 used as login), each with 36 cores, 256GB memory

• Total online resources: 14 computing nodes, 504 cores

• offline resources (Ra cluster):

• Used for data analysis, remote access (NoMachine, ssh) 

• 16 nodes 24 cores 256 GB memory
• 16 nodes 32 cores 256 GB memory
• 14 nodes 36 cores 256 GB memory
• 2 login nodes 36 cores 512 GB memory
• 1 gpu node

• Total offline resources: 46 computing nodes, 1400 cores



Where is the data on Ra and how to access it?

https://www.psi.ch/en/photon-science-data-services/remote-interactive-access

How to configure NoMachine to access the PSI offline cluster (Ra):

Frames with hits found online

are arranged in directories

named as entered in “Run Control”

Sorted into light/dark

Indexing results from auto processing

Merging results

- Every 5k indexed images

- Final (all indexed images in RC_1ps) 

- Sorted into dark/light

Work directory

https://www.psi.ch/en/photon-science-data-services/remote-interactive-access


How to re-process the data on Ra?

https://www.psi.ch/en/photon-science-data-services/offline-computing-facility-for-sls-and-swissfel-data-analysis

Access to computing nodes on Ra is controlled by Slurm, a modern work load manager for Linux clusters. 

More info how to use the batch system:

Typical command used to submit indexing jobs to the cluster: 

indexing script form CrystFEL installation

Prefix and out dir name

Geometry fileList of files

https://www.psi.ch/en/photon-science-data-services/offline-computing-facility-for-sls-and-swissfel-data-analysis


JUNGFRAU modules are fixed to the base plate. SwissFEL provides very well optimized geometry.

What possibly needs to be re-calibrated?

1. Beam center

2. Detector distance

Geometry calibration



Merging data sets indexed with incorrect 

detector distance may influence 

the accuracy of merged intensities.

How to find correct detector distance?

Detector distance calibration, why?

It has an effect on the unit cell parameters, width of their distribution and accuracy of the data! 
Wrong detector distance introduces unwanted systematic errors.

Correct detector distance Too long by 100 µmToo short by 100 µm

Injector exchange after run 355

from RC_600fs “online” data set

Skew Skew
Nice Gaussian

Min stdev C axisMin stdev C axis

Indexing rate



Thank you for your attention!


