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High energy density (HED) matter exists extensively in the Universe, and it can be created with extreme
conditions in laboratory facilities such as x-ray free-electron lasers (XFEL). In HED matter, the electronic
structure of individual atomic ions is influenced by a dense plasma environment, and one of the most significant
phenomena is the ionization potential depression (IPD). Incorporation of the IPD effects is of great importance in
accurate modeling of dense plasmas. All theoretical treatments of IPD so far have been based on the assumption
of local thermodynamic equilibrium, but its validity is questionable in ultrafast formation dynamics of dense
plasmas, particularly when interacting with intense XFEL pulses. A treatment of transient IPD, based on an
electronic-structure calculation of an atom in the presence of a plasma environment described by classical
particles, has recently been proposed [Phys. Rev. E 103, 023203 (2021)], but its application to and impact
on plasma dynamics simulations have not been investigated yet. In this work, we extend XMDYN, a hybrid
quantum-classical approach combining Monte Carlo and molecular dynamics, by incorporating the proposed
IPD treatment into plasma dynamics simulations. We demonstrate the importance of the IPD effects in theoretical
modeling of aluminum dense plasmas by comparing two XMDYN simulations: one with electronic-structure
calculations of isolated atoms (without IPD) and the other with those of atoms embedded in a plasma (with
IPD). At equilibrium, the mean charge obtained in the plasma simulation with IPD is in good agreement with the
full quantum-mechanical average-atom model. The present approach promises to be a reliable tool to simulate
the creation and nonequilibrium evolution of dense plasmas induced by ultraintense and ultrashort XFEL pulses.
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I. INTRODUCTION

High energy density (HED) matter is a type of strongly
coupled system of typical energy density 1011 J/m3 [1]. It
exists extensively in the Universe, from hot dense plasmas
such as those in supernovae and stellar interiors [2,3], to
warm dense plasmas such as those in planetary interiors [4–7].
HED matter is now routinely generated in laboratories such as
inertial confinement fusion (ICF) [8,9] and x-ray free-electron
laser (XFEL) [10,11] facilities, where the HED condition is
achieved by compressing the system with high pressure or
heating the system with high-intensity lasers within ultrashort
time. In particular, the high brilliance and spatial coherence
of the XFEL pulses make it possible to uniformly heat bulk
matter and create and probe warm dense plasmas on a fem-
tosecond timescale [12].

A theoretical treatment of HED matter is crucial to help
design and understand such experiments. It is challenging
because HED matter lies on the border between condensed-
matter physics and plasma physics, and it is necessary to
treat both thermal Coulomb coupling and quantum effects
on an equal footing. In addition, the plasmas created by
XFELs are considered to be far from local thermodynamic
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equilibrium (LTE) [13], because the electron-ion relaxation
timescale of picoseconds [14,15] is much longer than typ-
ical XFEL pulse durations of femtoseconds. Nevertheless,
many theoretical approaches rely on the LTE condition. In
this case, it is commonly assumed that electrons are hot
and ions remain cold [16], or they are modeled by the two-
temperature method [17,18], where electrons and ions are
assumed to separately thermalize instantaneously. Alterna-
tively, XFEL-created plasmas can be described by non-LTE
(NLTE) approaches [19–24], where detailed atomic dynam-
ics are taken into account in the kinetic simulation based
on the collisional-radiative (CR) model [25,26]. To better
incorporate the nonlocality and nonthermal features of the
XFEL-created dense plasmas, a hybrid quantum-classical
approach based on a Monte Carlo molecular dynamics (MC-
MD) scheme [27,28] has been proposed, where the atomic
electronic structure is calculated quantum mechanically, and
the free electrons and ions are treated as classical particles.

In dense plasmas, the atoms experience screening by the
plasma environment, giving rise to a phenomenon called ion-
ization potential depression (IPD), where the atomic energy
levels are shifted and some bound states are moved to the
continuum. This phenomenon is critical for correctly under-
standing and modeling atomic processes in dense plasmas.
Historically, two analytical models based on thermal equilib-
rium were formulated to effectively evaluate the IPD values:
the Stewart-Pyatt (SP) [29] and Ecker-Kröll (EK) [30] models.
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A recent spectroscopic experiment driven by a high-power op-
tical laser shock [31,32] was better explained by the SP model,
whereas the EK model was reported to better fit another recent
experiment using an XFEL [12,33]. Thereafter, extensive IPD
measurements [34–39] and theoretical calculations [40–49],
as well as ab initio electronic structure calculations of the IPD
effects [16,50–54], have been carried out to settle the debate.

All the above-mentioned IPD effects are obtained under the
LTE condition, even when they are employed in NLTE simula-
tions [19–21,26]. Moreover, CR modeling mostly utilizes de-
tailed balancing [20,26,37] for treating collisional ionization
and recombination, which relies on thermal equilibrium of the
free electrons. Even though the electron plasma is treated sep-
arately, it undergoes nonequilibrium electron dynamics driven
by intense XFEL pulses [55], which is anticipated by the fact
that the electron-electron relaxation timescale [56–58] is com-
parable to the XFEL pulse duration. Furthermore, nonthermal
femtosecond phase transitions induced by intense XFEL
pulses have been reported [59,60]. Therefore, it is desirable
to implement an IPD treatment that is unrestricted by the
thermal equilibrium condition in the simulation. To address
such inconsistent usage of LTE IPD in NLTE simulations, a
treatment of transient IPD without assuming thermal equilib-
rium has recently been proposed [61] and tested in comparison
with LTE IPD and available experimental data [12,33]. The
proposed NLTE IPD treatment is based on an electronic-
structure calculation that employs real-time information from
a classical MD simulation; it is not based on an analytical IPD
expression as in the SP and EK models. Implementation of the
proposed IPD treatment into NLTE simulations is challenging,
because it demands mutual communication between dynamics
simulation and atomic-structure calculation on the fly. To the
best of our knowledge, there has been no NLTE simulation of
plasma dynamics incorporating NLTE IPD effects based on
on-the-fly atomic-structure calculations. In the present work,
we implement the plasma environmental effects including
transient IPD in an MC-MD approach to simulate formation
dynamics of dense plasmas.

This paper is organized as follows. In Sec. II, we pro-
vide a theoretical description of constructing the classical
environmental potential in atomic-structure calculations and
a consistent treatment of ionization processes in the presence
of the IPD effects and the plasma environment. In Sec. III,
we employ our MC-MD implementation to simulate a solid-
density Al plasma driven by intense XFEL pulses. Analyzing
charge-state populations, energy depositions, and individual
physical processes, we compare simulations of plasma for-
mation dynamics with and without the plasma environmental
effects in atomic-structure calculations. The equilibrium state
calculated using the new implementation is compared with
a quantum-mechanical average-atom model as a benchmark.
We conclude with a short summary and an outlook in Sec. IV.

II. METHODOLOGY

A. Monte Carlo molecular dynamics implementation

We employ a Monte Carlo molecular dynamics (MC-MD)
simulation tool, XMDYN [27,28], to describe the time propa-
gation of XFEL-driven nonequilibrium dense plasmas. In this

MC-MD scheme, the bound electrons are assigned to nuclei
to be described as atomic ions. The external or translational
degrees of freedom of the atomic ions and free electrons are
treated with a classical MD technique. The dynamics of the
configuration of bound electrons in individual atomic ions,
which is represented by the occupation numbers of the or-
bitals, are computed in a stochastic framework via an MC
algorithm. The atomic electron structure is calculated on the
fly using the x-ray atomic toolkit, XATOM [28,62], which is
based on the Hartree-Fock-Slater (HFS) method. The pho-
toionization cross sections and the rates of Auger-Meitner
decay [63] and fluorescence are calculated quantum mechan-
ically within XATOM for individual electron configurations
of atomic ions. Furthermore, complex many-body collisional
processes, i.e., collisional ionization and recombination, are
implemented using semiclassical algorithms within XMDYN.
At an ionization event, a quantum electron is converted into
a classical one: a new classical particle (with charge and
mass of an electron) is created in the vicinity of the parent
ion with a kinetic energy set by energy conservation, while
the occupation number of the parent orbital is decreased by
1. At recombination, the inverse procedure is executed. This
hybrid XMDYN-XATOM approach has been demonstrated to
reproduce electron kinetic energy spectra and ion distribu-
tions from rare-gas nanoplasmas [64–67], the fragmentation
dynamics of C60 [27,68], the Coulomb explosion imaging of
iodopyridine [69], and the dynamics of disulfide expansion in
thaumatin [70]. It has been recently extended to simulate bulk
systems using the supercell approach and periodic boundary
conditions [61,71–73].

The transient IPD effects are considered via the recently
developed XPOT code [61], where an NLTE approach is
employed and atomic-structure calculations are performed,
taking into account the real-space charge distribution obtained
directly from MD simulation snapshots. These NLTE IPD
effects, however, have not been taken into consideration in the
way the MC-MD simulations are performed. In the original
implementation of XMDYN, the atomic ions are treated indi-
vidually as isolated entities free from a plasma environment.
The atomic structure (orbitals and orbital energies) and atomic
data (cross sections and rates) are obtained from the respective
isolated-atom calculation. This can cause overestimation of
ionization thresholds and underestimation of kinetic energies
for the ionized electrons in dense plasmas. In the present
work, we introduce IPD feedback into the MC-MD approach.
The atomic structure and atomic data are calculated in the
presence of a plasma environment, and the implications of
the IPD effects are incorporated into every single dynamical
process in XMDYN simulations. In the following, we employ
the term XMDYN for the original version and XMDYN-IPD
for the new implementation including IPD feedback from the
atomic-structure calculation.

B. Atomic-structure calculation with a plasma environment

The electrons in an atom embedded in a plasma expe-
rience a complex real-space potential landscape rather than
the spherically symmetric potential in an isolated atom.
The muffin-tin approximation is widely used for solid-state
calculations to provide reasonably accurate band structure
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with comparably low computational cost [16,74]. Within this
approximation, the potential in the center region is treated
as being spherically symmetric, while the potential in the
interstitial region is approximated by a constant potential tail
V0, due to the delocalized feature of the band electrons. Hence,
the potential used in an atomic-structure calculation is given
by

V pla
A (r) =

{
V atom

A (r) + V env
q=qA

(r) for r < rc,

V0 for r � rc,
(1)

where V atom
A (r) is the atomic potential treated in the Hartree-

Fock-Slater (HFS) model and to be determined by a self-
consistent-field (SCF) calculation with the bound-electron
density for the given atom A in the presence of the addi-
tional environmental potential. In HFS, the electron density
is assumed to be spherically symmetric. Note that the point
rc is determined in every single SCF iteration by matching
the fixed potential tail V0; rc is not a fixed parameter as in
conventional muffin-tin-type calculations. Here, V env

q=qA
(r) is

the external environmental potential based on a snapshot of
the classical particles at any given time,

V env
A (r) = −

∑
i �=A

qi

√
(r + ri )2 + a2 −

√
(r − ri )2 + a2

2rri
, (2)

V env
q=qA

(r) = 1

Nq

q∑
A

V env
A (r), (3)

where qi and ri are the charge and the radial position (with
respect to the position of A) of the ith classical particle, re-
spectively, and a is a soft-core radius to avoid the Coulomb
singularity [28]. Note that Eq. (2) is the result after spherical
averaging of the environmental potential, and Eq. (3) corre-
sponds to the charge-selective averaging scheme proposed in
Ref. [61], where Nq indicates the number of atomic ions with
the charge q.

In principle, the potential tail V0 also needs to be computed
self-consistently, taking into account all atomic ions in the
entire supercell. To avoid such complexity, we approximate V0

with a touching potential algorithm as described in Ref. [61].
The basic concept is to obtain a match of the potentials of
neighboring atoms. For instance, the touching potential value
for A and B separated by a distance rAB is VAB = V approx

A (rT ) =
V approx

B (rAB − rT ), which defines the touching sphere radius rT

with respect to atom A. Originally, the approximated poten-
tial experienced by the inspected bound electron was given
by V approx

A (r) = −(qA + 1)/r + V env
A (r), where V env

A (r) is the
environmental potential in Eq. (2) before the charge-selective
averaging scheme. In the present method, V env

A (r) used in the
approximated potential is replaced with the charge-selective
averaged potential, i.e., V approx

A (r) = −(qA + 1)/r + V env
q=qA

(r),
in order to be consistent with the environmental potential used
in Eq. (1). The two different choices produce similar IPD
values within ∼10% as shown in Fig. 8 in Appendix A. The
global muffin-tin potential tail is given by the average over all
atomic pairs, i.e., V0 = 〈VAB〉all pairs, not by V0 = min{VAB} as
falsely suggested in Ref. [61].

Introducing the potential tail V0 in the atomic-structure
calculation implies that electrons whose orbital energies are
above V0 become unbound. These electrons are treated as

FIG. 1. Fallback strategies for atomic-structure calculations. AS
denotes atomic structure, AD denotes atomic data, I is the given
configuration, and IG is the ground configuration for the given
charge qA.

being “ionized” after the respective SCF calculation (see the
next section). However, if these electrons in the energy lev-
els close to or above V0 are part of the SCF calculation as
bound electrons, which happens in excited-state calculations,
they cause SCF convergence problems. Loosening rc during
SCF iterations in our scheme also hinders SCF convergence.
Therefore, we introduce a set of fallback strategies in cases
of SCF failure illustrated in Fig. 1. At any given snapshot
in the MC-MD simulation, we try to calculate the atomic
structure of A for its current electron configuration and its
current environmental potential V env

q=qA
(r). If the SCF proce-

dure succeeds, we calculate the atomic data and save them as
well as the full plasma potential V pla as the latest potential
belonging to a given charge state qA, denoted as V pla

q=qA . If
the SCF calculation fails, we search for the latest potential
belonging to the same qA and obtain the atomic structure using
the loaded potential with no SCF iterations. If the requested
potential is unavailable, then we run an SCF calculation with
the ground configuration for the given charge under the given
environmental potential, which typically provides a converged
solution. Then we calculate the atomic data for the given
electron configuration. With these strategies, we were able
to provide atomic structure and atomic data to the MC-MD
part of our simulations without any interruption due to SCF
failures.

To account for all important dynamics, the quantum
atomic properties need to be updated within the character-
istic timescale of significant changes in the evolution of the
environmental potential V env

q=qA
(r), which is limited by the

fastest atomic dynamical process. In practice, one needs to
examine convergence of the simulated physical quantities
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such as temperature and charge state distribution by varying
the time step employed for updating the environmental poten-
tial. In the current work, we used a time step of 0.1 fs to take
snapshots of the MC-MD simulation results, and numerically
confirmed that it provided satisfactory results. Note that this
time step is larger than �t = 0.5 attoseconds, which is used
for time propagation in XMDYN, because the environmental
potential varies smoothly on the femtosecond timescale after
applying the charge-selective averaging scheme.

C. Treatment of ionization processes with the potential tail

We have introduced the flat potential V0 in the atomic-
structure calculation. The energy levels below V0 are con-
sidered bound states, whereas the energy levels above V0 are
defined as continuum states. Thus the excitation of an electron
from a bound state to the continuum threshold located at V0

defines the ionization potential in the plasma calculation,

IPpla
I, j = V0 − ε

pla
I, j , (4)

where I and j denote the electron configuration and the
orbital index, respectively, and εpla is the orbital energy cal-
culated under the plasma environmental potential. Then, the
corresponding IPD is defined as the difference between the
ionization potentials of the atom in isolation and of the atom
in the plasma environment,

�EI, j = IPiso
I, j − IPpla

I, j, (5)

where IPiso
I, j = −εiso

I, j obtained from the corresponding
isolated-atom calculation with the same electron configuration
I .

In the previous implementation of XMDYN, the atomic-
structure calculation was based on the isolated-atom calcula-
tion, thus ignoring the IPD effects and employing the classical
dynamics only for electrons with a non-negative energy. By
introducing the potential tail V0, it is consistent with the hybrid
framework to treat electrons below V0 quantum mechani-
cally and to use the classical dynamics to describe electrons
above V0. All ionization processes, including photoionization,
collisional ionization, and Auger-Meitner decay, will be af-
fected by ionization-threshold lowering (IPD). In addition,
the electrons located in the energy levels above the potential
tail in the atomic-structure calculation are supposed to be
immediately “ionized” into continuum states. This process is
implemented in the same way as other ionization processes
within XMDYN, i.e., by converting a quantum bound elec-
tron into a classical unbound electron with a kinetic energy
that, in this case, is given by Ekin = ε

pla
I, j − V0. Note that this

instantaneous transfer from quantum to classical electrons
effectively mimics the pressure ionization [75] in the dense
plasma.

III. RESULTS AND DISCUSSION

A. Dense Al plasma created by an XFEL pulse

To demonstrate the physical significance of transient IPD
effects for a nonequilibrium plasma, we perform simulations
for the situation considered in a recent experiment on XFEL-
driven solid-density aluminum [12,33]. In this experiment, a

FIG. 2. Time evolution of the absorbed energy per atom in XM-
DYN simulations using atomic structures without the IPD effects
(XMDYN, black with squares) and with the IPD effects (XMDYN-
IPD, red with circles).

solid aluminum target was irradiated using an intense XFEL
pulse with a duration of 80 fs full width at half-maximum
(FWHM). The pulse contained ∼1012 photons, and the focal
size was 9.1 ± 0.8 μm2.

The simulated bulk solid-density aluminum target (ni =
2.7 g/cm3 = 0.060 26 Å−3) is represented by a supercell that
consists of 500 atoms (with a lattice constant of 20.23 Å,
containing 5 × 5 × 5 fcc unit cells), starting from the same
crystalline geometry where all atoms are initially at rest. We
compute five MC-MD realizations (i.e., 2500 different real-
izations for the atomic ions), which we numerically verified
to be sufficient to describe the stochastic x-ray interactions.
The x-ray beam parameters used in our calculations follow
the experimental conditions. The photon energy is fixed at
1850 eV. The fluence is fixed at 1.0 × 1011 ph/μm2 and the
spatial fluence distribution of the XFEL pulse is considered
uniform for simplicity, assuming that all atoms experience the
same fluence throughout the supercell. The temporal pulse
shape is chosen as a Gaussian function of 80 fs FWHM, and
its peak is centered at 80 fs as shown in Fig. 2. The simulation
is performed up to t = 300 fs.

The computational time was 11 days (XMDYN) and 47
days (XMDYN-IPD) for each MC-MD realization on an Intel
Xenon E5-1650v4 3.60GHz CPU (single core).

B. Time evolution of the charge and deposited energy

First, we compare the energy deposition by photoabsorp-
tion between the two different implementations. Figure 2
shows the absorbed energy (equal to the number of ab-
sorbed photons times the photon energy) per atom during the
XFEL pulse, whose shape is plotted as the colored shade.
The black curve is for the original XMDYN implementation
using isolated-atomic data, while the red curve is for the
present XMDYN-IPD implementation. Overall, the two en-
ergy absorption curves are very similar to each other, because
photoabsorption at 1850 eV is dominated by K-shell ioniza-
tion, and its cross section is not much influenced by the IPD
effects (�E � 50−140 eV; see Fig. 8 in Ref. [61]). For ex-
ample, the photoionization cross section of Ar5+ (1s22s22p4)
at 1850 eV is 0.124 Mb, no matter whether IPD is taken into
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FIG. 3. Time evolution of the charge-state populations simulated
using (a) the original XMDYN implementation and (b) the present
XMDYN-IPD implementation.

account (IPpla
1s = 1577 eV) or not (IPiso

1s = 1681 eV). On the
other hand, note also that the absorbed energy with XMDYN-
IPD is slightly higher than that with XMDYN (∼40 eV at
t = 300 fs). Without the IPD effects, K-shell photoionization
at 1850 eV is forbidden for Q > +7 and double K-shell-hole
formation is also energetically blocked for Q > +6. With the
IPD effects, however, it is allowed to ionize one K-shell elec-
tron for Q � +10 and two K-shell electrons for Q � +8. The
small increment of the absorbed energy in XMDYN-IPD at
the end of time propagation is attributed to these new K-shell
photoionization channels that are allowed due to the lowered
K-shell IP.

Next, we examine the time evolution of charge-state popu-
lations by using the simulation of (a) the original XMDYN
and (b) the present XMDYN-IPD, as shown in Fig. 3. To
define the atomic charge state, we employ the following defi-
nition considering bound states only up to the 2p subshell:

QA = ZA −
1s,2s,2p∑

j

nA
j , (6)

where ZA is the atomic number and nA
j is the occupation

number for the jth orbital of the atomic ion A. Note that
QA is different from qA used in Eq. (1), where qA is defined
with the bound electrons below V0, mainly because of a
subtlety of how M-shell electrons are treated. In the present
XMDYN-IPD, the M-shell energy levels are quickly above
V0 and the M-shell electrons are emptied at early times when
they see an emerging plasma environment, and QA = qA if
there are no quantum electrons in the M shell. As time goes
by and high charge states are gradually formed, the M-shell
levels drop below V0 [31,50] and they can be partially and
transiently occupied due to the recombination process, as
illustrated in Fig. 9 in Appendix B.

Figure 3 clearly shows that high charge states in (b)
XMDYN-IPD are populated earlier than in (a) XMDYN. For
example, at t = 50 fs, Al3+ and Al4+ are dominant species
in (a), whereas in (b) Al5+ is predominantly populated. At
the end of the pulse, higher charge states are formed in (b)
than in (a); for example, Al10+ and Al11+ are observed in
(b), which are absent in (a). Also note that the population

FIG. 4. Time evolution of (a) the average charge and (b) electron
temperature in simulations using XMDYN (black with squares) and
XMDYN-IPD (red with circles).

dynamics of XMDYN-IPD do not look fully equilibrated at
t = 300 fs. The trend of higher charge-state formation in the
present XMDYN-IPD as shown in Fig. 3(b) can be under-
stood by the fact that the lowered IP makes higher charge
states more accessible, in spite of almost the same amount
of deposited energy. Note that the small increment (∼40 eV)
in the deposited energy of XMDYN-IPD shown in Fig. 2
may not energetically cause further ionization from Al9+ (the
maximum charge observed in XMDYN), because the energy
required to ionize from Al9+ to Al10+ is ∼195 eV (IPD has
been considered), which is larger than the increased amount of
energy. It implies that this trend of high charge-state formation
may not be associated with the IPD effects in photoabsorption,
which solely accounts for the deposited energy, but it probably
involves the IPD effects in other processes. This point will be
further discussed in Sec. III C.

Figure 4 shows the time evolution of the average charge
and electron temperature retrieved from our simulations. The
black curve indicates the original XMDYN result, while the
red curve refers to the present XMDYN-IPD result. The elec-
tron temperature for each simulation snapshot is obtained by
fitting the kinetic energy distribution of classical electrons
to the Maxwell-Boltzmann distribution function [61,72]. As
already illustrated in Fig. 3, the implication of high charge-
state formation is quite dramatic in the time evolution of the
average charge. The average charge of XMDYN-IPD rapidly
deviates from the original XMDYN result, and their difference
reaches a value of about +2.7 at the end of the simulation.
Again, the rise of the average charge in XMDYN-IPD can
be explained by lowered IP values, which facilitate more
ionization processes. As demonstrated in Fig. 2, the absorbed
energy is similar for XMDYN and XMDYN-IPD; however,
the higher the average charge is, the more electrons are un-
bound. As a consequence, in XMDYN-IPD more electrons
share the same amount of energy, resulting in an electron
temperature in XMDYN-IPD that is lower by ∼30 eV than
that in XMDYN at the end of simulation. It is also interest-
ing to notice that at the early stage (t < 50 fs), the electron
temperature in XMDYN-IPD is even higher than in XMDYN,
which can be attributed to pressure ionization of most M-shell
electrons in XMDYN-IPD at early times.
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FIG. 5. Rates of atomic processes in simulations using (a) XM-
DYN and (b) XMDYN-IPD.

C. Analysis of physical processes

To understand how higher charge states are generated
in spite of a similar amount of photoabsorption in the
XMDYN-IPD implementation, we compare the detailed
atomic processes in the two simulation approaches. Figure 5
shows the rates of all processes, including recombination (RE,
blue with squares), collisional ionization (CO, black with
triangles), photoionization (PH, red with circles), and Auger-
Meitner decay (AM, green with diamonds) calculated using
(a) XMDYN and (b) XMDYN-IPD. In addition, the newly
introduced pressure ionization process (PR, light blue with
crosses) is shown in the XMDYN-IPD case. In Fig. 5(a), the
collisional ionization process is the major ionizing process,
which is supposed to be balanced with the recombination
process when the charge-state distribution is equilibrated.
Note that no detailed balancing based on equilibrium condi-
tions is enforced in either XMDYN or XMDYN-IPD, thus
making them suitable for investigating nonequilibrium dy-
namics. After the XFEL pulse diminishes (�160 fs), the rates
of collisional ionization and recombination clearly do not
match; instead, the sum of Auger-Meitner decay and colli-
sional ionization rates (AM + CO, orange with open circles)
is balanced by the recombination rate. This is because of an
ad hoc treatment of M-shell electrons in the original XMDYN
implementation, where the atomic structure is calculated for
an isolated Al atom, and the occupation numbers in the 1s,
2s, 2p, 3s, and 3p subshells are always counted as bound
electrons (see the occupation of the M shells in Fig. 9 in
Appendix B). When the 3p subshell becomes populated via
recombination, it may be reionized via either Auger-Meitner
decay or collisional ionization. This explains the nonzero AM
rate and balancing between RE and AM + CO at the end of
the simulation in Fig. 5(a).

In the present XMDYN-IPD implementation, the M shell
is treated as bound or unbound depending on whether its
energy level is below or above the potential tail V0. When a
negative plasma potential tail emerges at the beginning, the
M-shell energy levels of Al are located above V0. In this case,
if recombination happens to the 3p subshell, these recombined
electrons are immediately ionized via pressure ionization. As
high charge states are formed, the M shells are turned into
bound states [31,50]. In this case, the 3p electrons after recom-

FIG. 6. Rates of core-shell-related atomic processes in simula-
tions using (a) XMDYN and (b) XMDYN-IPD.

bination are ionized mainly via collisional ionization. Thus,
one can see in Fig. 5(b) that the sum of pressure ionization and
collisional ionization rates (PR + CO, orange with open cir-
cles) is balanced by the recombination rate. At early times, PR
is dominantly balanced with RE, while the CO contribution
increases as time goes by, indicating that in increasingly more
atomic ions the M shell becomes bound (see the occupation of
the M shell in Fig. 9 in Appendix B). It is worthwhile to note
that the balancing rates (RE and PR + CO) in Fig. 5(b) are
an order of magnitude higher than those (RE and AM + CO)
in Fig. 5(a), which may be attributed to enhanced collisional
ionization due to the IPD effects. The more frequent processes
explain why XMDYN-IPD is about four times slower than the
original XMDYN in terms of CPU time. Also note that the
contribution of photoionization (mainly K-shell electrons) is
negligible in comparison with collisional ionization for both
Figs. 5(a) and 5(b).

It is known that the IPD values are similar for individual
subshells [50], but the impact of IPD depends on individual
subshells and respective ionization processes. We have
demonstrated that collisional ionization is more responsible
than photoionization for plasma formation dynamics (Fig. 5)
and that the XMDYN-IPD provides much higher charge states
than the original XMDYN [Figs. 3 and 4(a)]. Then, one may
ask which subshell in collisional ionization is more responsi-
ble for high charge-state formation, particularly the rise of the
average charge in the XMDYN-IPD implementation shown in
Fig. 4(a). To this end, we examine in Fig. 6 individual subshell
contributions to atomic processes. We separate out photoion-
ization, Auger-Meitner decay, and collisional ionization for
the different subshells involved: PH(K , L, and M), AM(KLL,
KLM, KMM, and LMM), and CO(K , L, and M). Since the
atomic charge in Eq. (6) is defined using only K- and L-shell
electrons, we plot the rates of atomic processes relevant to the
change of occupation numbers in K and L shells in Fig. 6.
Note that contributions of PH(L), CO(K), and AM(KMM)
are negligible in comparison with others, and AM(KLM) does
not change the atomic charge, so they are not plotted. Among
the relevant atomic processes, PH(K), AM(KLL), and CO(L)
provide �QA = +1, while only AM(LMM) makes �QA =
−1. In fact, the temporal integral of the sum of rates for
these processes, i.e., RPH(K )(t ) + RAM(KLL)(t ) + RCO(L)(t ) −
RAM(LMM )(t ), where R(t ) is the time-dependent rate, corre-
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FIG. 7. Charge-state distribution at the end of the simulation
using the present XMDYN-IPD (red with circles) and original XM-
DYN (black with squares) implementations, in comparison with the
AA model at a temperature of 160 eV (green with triangles). The
corresponding average charge states are indicated by the vertical
dashed lines.

sponds to the average QA at the end of simulation. For both (a)
XMDYN and (b) XMDYN-IPD, CO(L) is the most dominant
channel to create high charge states. In Fig. 6(a) with the
original XMDYN implementation, CO(L) is balanced with
AM(LMM) at the end of simulation, which is consistent with
the previous observation in Fig. 5(a). In Fig. 6(b) with the
present XMDYN-IPD implementation, CO(L) becomes more
accessible due to lowered L-shell IP, and the area of CO(L)
enclosed by the balanced curve of AM(LMM) is larger than
that in (a), which is the main reason for the rise of the average
charge in XMDYN-IPD shown in Fig. 4(a). For comparison,
the CO rates for different subshells and charges calculated
with and without the IPD effects are listed in Table I in
Appendix C.

D. Comparison with the average-atom model

We have demonstrated in Fig. 3 that our two MC-MD
simulation approaches using the atomic structure with and
without the IPD effects produce different charge-state dis-
tributions (CSDs). The validity of the simulations can be
tested by comparing the final equilibrium state with a full
quantum-mechanical calculation based on the average-atom
(AA) model [50], where thermal equilibrium is assumed and
a finite-temperature HFS calculation is performed taking into
account the plasma environmental effects. In the AA calcu-
lation, both bound and free electrons are treated quantum
mechanically by employing a grand-canonical ensemble [50],
and the calculated IP values (and thus the IPD effects) are in
good agreement [16] with available experimental data [12,33].
Note that the MC-MD simulations describe all dynamical
processes until the system reaches equilibrium, whereas the
AA model is independent of the history of reaching the equi-
librium state.

The CSDs for the equilibrium state in the two MC-MD
simulation approaches and for the AA model are shown
in Fig. 7. To assure that the CSDs using XMDYN and
XMDYN-IPD are equilibrated, the simulated plasmas are
further propagated until t = 400 fs. The AA model is cal-

culated with an electron temperature of Te = 160 eV, which
corresponds to the fitted temperature for the XMDYN-IPD
simulation [Fig. 4(b)], and the same atomic density as used
in the MC-MD simulations. To calculate the atomic charge
state in the AA model, we use the same definition as in
Eq. (6), instead of counting electrons with energy levels be-
low the potential tail in the original paper [50]. As shown
in Fig. 7, the CSD of the original XMDYN implementation
(black) is shifted towards lower charges in comparison with
the AA model (green), which exhibits the same trend as
observed in the diluted diamond case [72], but the shift is
much pronounced in the present solid-density Al case. The
CSD simulated with XMDYN-IPD (red) shows a significant
improvement with respect to the AA model. The average
charge states, indicated by the corresponding vertical dashed
lines, show good agreement between XMDYN-IPD and AA,
whereas the population profile in the AA model is broader
than the present XMDYN-IPD result.

This discrepancy in the width of the CSD can be
attributed to differences in the electronic-structure descrip-
tions employed in XMDYN-IPD and AA, respectively. In
XMDYN-IPD, orbitals and associated orbital energies are
optimized in the presence of the plasma environment for
each charge state separately. In the AA model, however,
the self-consistent-field procedure determines a universal set
of orbitals that must describe all electronic configurations
present in the grand-canonical ensemble at a given temper-
ature and atomic density. For instance, within the AA model,
the 2p binding energy of Alq+ is the same for all q. To com-
pute the IPD for each charge state within the AA model, one
must choose the temperature that maximizes the population
of each charge state. As a consequence, in the AA calculation
at a fixed temperature, the ionization potentials of the lower
and higher charged ions (other than the dominantly populated
one) will be overestimated and underestimated, respectively,
which tends to broaden the population profile.

IV. CONCLUSION

In this study, we have demonstrated the role of the plasma
environmental effects at the level of atomic structures in
MC-MD simulations of dense plasmas. The transient IPD
effects are calculated within an NLTE approach. In the present
scheme, the external plasma potential and transient IPD values
are calculated based on snapshots of the classical particles,
and they are incorporated into the computation of atomic
structure and atomic data as a resource for the MC-MD
simulations. The resulting nonzero potential tail in the atomic-
structure calculation provides a consistent way of treating
ionization processes. It affects all dynamical ionization pro-
cesses, including photoionization, Auger-Meitner decay, and
collisional ionization, and it mimics pressure ionization due
to a dense environment. We have implemented such plasma
environmental effects into our MC-MD simulation tool,
XMDYN.

To systematically investigate how the plasma environ-
mental effects influence plasma formation dynamics induced
by intense XFEL pulses, we have performed simulations of
solid-density Al plasmas using two different implementations:
XMDYN-IPD with IPD feedback, and the original XMDYN
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TABLE I. Collisional ionization rates (in a.u.) calculated from the BEB model for different charge states in plasmas simulated using the
atomic structure with and without the IPD effects.

2s 2p 3s 3p

Q w/o IPD w/ IPD w/o IPD w/ IPD w/o IPD w/ IPD w/o IPD w/ IPD

3 8.3 × 10−5 2.3 × 10−2 1.8 × 10−3 5.4 × 10−1 8.6 × 10−2 1.7 × 10−1

4 1.2 × 10−2 3.1 × 10−2 6.6 × 10−2 3.1 × 10−1 4.2 × 10−1 6.0 × 10−1

5 1.9 × 10−2 5.1 × 10−2 6.9 × 10−2 2.9 × 10−1 3.9 × 10−1 5.1 × 10−1

6 2.3 × 10−2 6.0 × 10−2 5.3 × 10−2 2.0 × 10−1 3.3 × 10−1 1.1 × 103 4.1 × 10−1

7 2.6 × 10−2 6.8 × 10−2 3.7 × 10−2 1.2 × 10−1 3.0 × 10−1 4.2 × 102 3.5 × 10−1

8 1.6 × 10−2 7.5 × 10−2 1.1 × 10−2 6.0 × 10−2 1.9 × 10−1 1.6 × 102 2.2 × 10−1

9 9.8 × 10−3 7.1 × 10−2 6.5 × 10−3 5.5 × 10−2 1.3 × 10−1 6.2 × 101 1.4 × 10−1

10 3.1 × 10−3 2.4 × 10−2 3.9 × 10−3 3.4 × 10−2 8.9 × 10−2 6.6 × 100 9.6 × 10−2 1.0 × 101

without IPD feedback. Between the two simulation ap-
proaches, there is almost no difference in the deposited energy
by x-ray absorption. However, the plasma screening effects in
the atomic-structure calculation drive the formation of high
charge states, resulting in an enhancement of the average
charge and a reduction of the electron temperature during the
time propagation of XMDYN-IPD simulations. We attribute
the dramatic effects observed to the impact of IPD effects
on L-shell collisional ionization, rather than inner-shell pho-
toionization. Our present implementation of XMDYN with
IPD feedback is free from thermal equilibrium requirements.
To test its validity, we have presented the charge-state dis-
tribution calculated using XMDYN-IPD after thermalization,
in comparison with a full quantum-mechanical average-atom
calculation based on thermal equilibrium.

Our results suggest that a proper treatment of the IPD
and plasma environmental effects is critical for accurate
simulations of the formation and thermalization dynamics
of dense plasmas. We anticipate that our present approach
based on NLTE will provide important insights into the
ultrafast nonequilibrium dynamics of warm and hot dense
plasmas in extreme conditions, e.g., induced by gigawatt-
or terawatt-attosecond x-ray pulses [76,77], where electron
thermalization on the timescale of the pulse duration cannot
be guaranteed.
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FIG. 8. Comparison of the ionization potential depression for
two different implementations of the approximated potential.
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APPENDIX A: IMPLEMENTATION OF THE TOUCHING
POTENTIAL ALGORITHM

Figure 8 shows calculated IPDs using two different choices
for the approximated potential used in the touching potential
algorithm:

touch VA: V approx
A (r) = −qA + 1

r
+ V env

A (r),

touch Vq: V approx
A (r) = −qA + 1

r
+ V env

q=qA
(r).

In the present work, we employed Vq to maintain consistency
with the environmental potential used in Eq. (1).

APPENDIX B: TIME EVOLUTION OF M-SHELL
OCCUPATION NUMBERS

Figure 9 shows M-shell occupation numbers as a function
of time in XMDYN and XMDYN-IPD. Note that the M shell
is always considered bound in XMDYN, but not in XMDYN-
IPD. In the latter, whether a level corresponds to a bound state
depends on whether the energy level is below or above the
potential tail during the time propagation.

FIG. 9. Time evolution of the average M-shell occupation num-
bers in XMDYN and XMDYN-IPD.
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APPENDIX C: COLLISIONAL IONIZATION RATES

The collisional ionization rate for the (n, l )-subshell for the
charge q is obtained using

Rq,nl =
∫ ∞

0
vρe(v)σq,nl (v)dv,

where v is the velocity, ρe(v) is the velocity distribution of the
electrons at a time when the given charge state is dominant,
and σq,nl (v) is the collisional ionization cross section calcu-
lated from the binary-encounter-Bethe (BEB) model [78]. The
collisional ionization rates for simulations using the atomic
structure with and without the IPD effects are listed in Table I.
The calculated rates are enhanced in the presence of the IPD
effects.
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