
PHYSICAL REVIEW E 96, 023205 (2017)

Molecular-dynamics approach for studying the nonequilibrium behavior
of x-ray-heated solid-density matter

Malik Muhammad Abdullah,1,2,3,* Anurag,1,4 Zoltan Jurek,1,2 Sang-Kil Son,1,2 and Robin Santra1,2,3

1Center for Free-Electron Laser Science, DESY, Notkestrasse 85, 22607 Hamburg, Germany
2The Hamburg Centre for Ultrafast Imaging, Luruper Chaussee 149, 22761 Hamburg, Germany

3Department of Physics, University of Hamburg, Jungiusstrasse 9, 20355 Hamburg, Germany
4Department of Physics, Indian Insitute of Technology, Kharagpur, West Bengal 721302, India

(Received 25 March 2017; published 15 August 2017)

When matter is exposed to a high-intensity x-ray free-electron-laser pulse, the x rays excite inner-shell electrons
leading to the ionization of the electrons through various atomic processes and creating high-energy-density
plasma, i.e., warm or hot dense matter. The resulting system consists of atoms in various electronic configurations,
thermalizing on subpicosecond to picosecond timescales after photoexcitation. We present a simulation study of
x-ray-heated solid-density matter. For this we use XMDYN, a Monte Carlo molecular-dynamics-based code with
periodic boundary conditions, which allows one to investigate nonequilibrium dynamics. XMDYN is capable
of treating systems containing light and heavy atomic species with full electronic configuration space and
three-dimensional spatial inhomogeneity. For the validation of our approach we compare for a model system the
electron temperatures and the ion charge-state distribution from XMDYN to results for the thermalized system
based on the average-atom model implemented in XATOM, an ab initio x-ray atomic physics toolkit extended
to include a plasma environment. Further, we also compare the average charge evolution of diamond with the
predictions of a Boltzmann continuum approach. We demonstrate that XMDYN results are in good quantitative
agreement with the above-mentioned approaches, suggesting that the current implementation of XMDYN is a
viable approach to simulate the dynamics of x-ray-driven nonequilibrium dynamics in solids. To illustrate the
potential of XMDYN for treating complex systems, we present calculations on the triiodo benzene derivative
5-amino-2,4,6-triiodoisophthalic acid (I3C), a compound of relevance of biomolecular imaging, consisting of
heavy and light atomic species.
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I. INTRODUCTION

X-ray free-electron lasers (XFELs) [1,2] provide intense
radiation with a pulse duration down to only tens of femtosec-
onds. The cross sections for the elementary atomic processes
during x-ray-matter interactions are small. Delivering high
x-ray fluence can increase the probabilities of photoionization
processes to saturation [3]. Nonlinear phenomena arise be-
cause of the complex multiphoton ionization pathways within
molecular or dense plasma environment [4–8]. Theory has a
key role in revealing the importance of different mechanisms
in the dynamics. Many models have been developed for this
purpose using both particle and continuum approaches [9–17].
To give a complete description of the evolution of the atomic
states in the plasma, one needs to account for the possible
occurrence of all electronic configurations of the atoms or
ions. A computationally demanding situation arises when a
plasma consists of heavy atomic species [18,19]. For example,
at a photon energy of 5.5 keV, the number of electronic config-
urations accessible in a heavy atom such as xenon (Z = 54) is
about 20 million [19]. If one wants to describe the accessible
configuration space of two such atoms, one must deal with
(2 × 107)2 = 4 × 1014 electronic configurations. It is clear
that following the populations of all electronic configurations
in a polyatomic system as a function of time is a formidable
task. To avoid this problem, the approximation of using
superconfigurations has long been used [20–22]. Moreover,
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the approach of using a set of average configurations [23,24]
and the approach of limiting the available configurations by
using a preselected subset of configurations in predominant
relaxation paths [25] has been applied.

The most promising approach to address this challenge
is to sample the most important pathways in the unrestricted
polyatomic electronic configuration space. This can be realized
by using a Monte Carlo strategy, which is straightforward to
implement in a particle approach. In the present study we
simulate the effect of individual ultrafast XFEL pulses of
different intensities incident on a model system of carbon
atoms placed on a lattice and analyze the quasi-equilibrium
plasma state of the material reached through ionization and
electron plasma thermalization. To have a comprehensive
description during electron plasma thermalization we include
all possible atomic electronic configurations for Monte Carlo
sampling, and no preselection of transitions and configurations
is introduced. To this end, we use XMDYN [7,8,26], a Monte
Carlo molecular-dynamics-based code.

XMDYN gives a microscopic description of a polyatomic
system, and phenomena such as sequential multiphoton ion-
ization [3,18], nanoplasma formation [8], thermalization of
electrons through collisions and thermal emission [8] emerge
as an outcome of a simulation. Probabilities of transitions
between atomic states are determined by cross-section and
rate data that are calculated by XATOM [26–28], a toolkit for
x-ray atomic physics. In XMDYN individual ionization and
relaxation paths are generated via a Monte Carlo algorithm. A
recent extension of XMDYN to periodic boundary conditions
allows us to investigate bulk systems [29,30].
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To validate the XMDYN approach towards a free-electron
thermal equilibrium, we use an average-atom (AA) extension
of XATOM [31], which is based on concepts of average-atom
models used in plasma physics [32–36]. AA gives a statistical
description of the behavior of atoms immersed in a plasma
environment. It calculates plasma properties such as ion
charge-state populations and plasma electron densities for a
system with a given temperature. We compare the electron
temperatures and ion charge-state distributions provided by
XMDYN and AA. We also make a comparison between
predictions for the ionization dynamics in irradiated diamond
obtained by the XMDYN particle approach and results from
a Boltzmann continuum approach published recently [25].
With these comparisons, we demonstrate the potential of the
XMDYN code for the description of high-energy-density bulk
systems in and out of equilibrium.

Finally, we consider a complex system of 5-amino-2,4,6-
triiodoisophthalic acid (I3C in crystalline form) consisting of
heavy and light atomic species. We show the evolution of
average atomic charge states and free electron thermalization.
We demonstrate that XMDYN can simulate the dynamics of
x-ray-driven complex matter with all the possible electronic
configurations without pre-selecting any pathways in the
electronic configuration space.

II. THEORETICAL BACKGROUND

A. XMDYN: Molecular dynamics with super-cell approach

XMDYN [26] is a computational tool to simulate the
dynamics of matter exposed to high-intensity x rays. A
hybrid atomistic approach [14,26] is applied where neutral
atoms, atomic ions and ionized (free) electrons are treated as
classical particles, with defined position and velocity vectors,
charge, and mass. The molecular-dynamics (MD) technique is
applied to calculate the real-space dynamics of these particles
by solving the classical equations of motion numerically.
XMDYN treats only those orbitals as being quantized that are
occupied in the ground state of the neutral atom. It keeps track
of the electronic configuration of all the atoms and atomic ions.
XMDYN calls the XATOM toolkit on the fly, which provides
rate and cross-section data of x-ray-induced processes such as
photoionization, Auger decay, and x-ray fluorescence, for all
possible electronic configurations accessible during intense
x-ray exposure. Probabilities derived from these parameters
are then used in a Monte Carlo algorithm to generate a
realization of the stochastic inner-shell dynamics. XMDYN
includes secondary (collisional) ionization and recombination,
the two most important processes occurring due to an envi-
ronment. XMDYN has been validated quantitatively against
experimental data on finite samples calculated within open
boundary conditions [7,8].

Our focus here is the bulk properties of highly excited
matter. XMDYN uses the concept of periodic boundary
condition (PBC) to simulate bulk behavior [29,30]. In the
PBC concept, we calculate the irradiation-induced dynamics
of a smaller unit, called a super-cell. A hypothetical, infinitely
extended system is constructed as a periodic extension of the
super cell. The Coulomb interaction is calculated for all the
charged particles inside the super cell within the minimum
image convention [37]. Therefore, the total Coulomb force

acting on a charge is given by the interaction with other charges
within its well-defined neighborhood containing also particles
of the surrounding copies of the super cell.

B. Impact ionization and recombination

While core excited states of atoms decay typically within
ten or less femtoseconds, electron impact ionization and
recombination events occur throughout the thermalization
process and are in dynamical balance in thermal equilibrium.
The models used in this study consider these processes on
different footing that we overview in this section. Within the
XMDYN particle approach, electron impact ionization is not
a stochastic process (i.e., no random number is needed in the
algorithm), but it depends solely on the real-space dynamics
(spatial location and velocity) of the particles and on the
cross section. When a classical free electron is close to an
atom or ion, its trajectory is extrapolated back to an infinite
distance in the potential of the target ion by using energy and
angular momentum conservation. Impact ionization occurs
only if the impact parameter at infinity is smaller than the
radius associated with the total electron impact ionization
cross section. The total cross section is a sum of partial
cross sections evaluated for the occupied orbitals, using the
asymptotic kinetic energy of the impact electron. In the case of
an ionization event the orbital to be ionized is chosen randomly,
according to probabilities proportional to the subshell partial
cross sections. XMDYN uses the binary-encounter-Bethe
(BEB) cross sections [38] supplied with atomic parameters
calculated with XATOM. Similarly, in XMDYN recombina-
tion is a process that evolves through the classical dynamics
of the particles. XMDYN identifies for the ion that has the
strongest Coulomb potential for each electron and calculates
for how long this condition is fulfilled. Recombination occurs
when an electron remains around the same ion for n full
periods (e.g., n = 1) [26,39]. While recombination can be
identified based on this definition, the electron is still kept
classical if its classical orbital energy is higher than the
orbital energy of the highest considered orbital i containing
a vacancy. When the classical binding becomes stronger, the
classical electron is removed and the occupation number of the
corresponding orbital is incremented by one. Although treating
recombination the above way is somewhat phenomenological
(e.g., no cross section derived from inverse processes is used),
in particle simulations similar treatments are common [39–
41]. This process corresponds to three-body (or many-body)
recombination as energy of electrons is transferred to other
plasma electrons leading to the recombination event. The
three-body recombination is the predominant recombination
channel in a warm-dense environment.

C. Electron plasma analysis

Electron plasma is formed when electrons are ejected from
atoms in ionization events and stay among the ions through an
extensive period as, e.g., in bulk matter. The plasma dynamics
are governed not only by the Coulomb interaction between
the particles but also by collisional ionization, recombination,
and so on. XMDYN follows the system from the very first
photoionization event through nonequilibrium states until free
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electron thermalization is reached asymptotically. To quantify
the equilibrium properties reached, we fit the plasma electron
velocity distribution using a Maxwell-Boltzmann distribution,

f (v) =
√(

1

2πT

)3

4πv2e− v2

2T , (1)

where T represents the temperature (in units of energy),
and v is the electron speed. Atomic units are used unless
specified. With the function defined in Eq. (1) we fit the
temperature, which is used later to compare with equilibrium-
state calculations.

III. VALIDATION OF THE METHODOLOGY

To validate how well XMDYN can simulate free-electron
thermalization dynamics, we compare AA, where full ther-
malization is assumed, and XMDYN after reaching a thermal
equlibrium. We first consider a model system consisting of
carbon atoms. For a reasonable comparison of the results
from XMDYN and AA, one should choose a system that
can be addressed using both tools. AA does not consider
any motion of atomic nuclei. Therefore, we had to restrict
the translational motion of atoms and atomic ions in XMDYN
simulations as well. To do so, we set the carbon mass artificially
so large that atomic movements were negligible throughout
the calculations. Further, we increased the carbon-carbon
distances to reduce the effect of the neighboring ions on the
atomic electron binding energies. In XMDYN simulations,
we chose a super cell of 512 carbon atoms arranged in a
diamond structure, but with a 13.16 Å lattice constant (in
case of diamond it is 3.567 Å). The number density of the
carbon atoms is ρ0 = 3.5 × 10−3 Å−3, which corresponds to
a mass density of 0.07 g/cm3. Plasma was generated by
choosing different irradiation conditions typical at XFELs.
Three different fluences, Flow = 6.7 × 109 ph/μm2, Fmed =
1.9 × 1011 ph/μm2, and Fhigh = 3.8 × 1011 ph/μm2, were
considered. In all three cases the photon energy and pulse
duration were 1 keV and 10 fs (full width at half maximum),
respectively. From XMDYN plasma simulations shown in
Fig. 1, the time evolution of the temperature of the electron
plasma is analyzed by fitting to Eq. (1). Counterintuitively,
right after photon absorption has finished, the temperature
is still low, and then it gradually increases although no
more energy is pumped into the system. The reason is that
during the few tens of femtoseconds irradiation the fast
photoelectrons are not yet part of the free-electron thermal
distribution; initially only the low-energy secondary electrons
and Auger electrons that have lost a significant part of
their energy in collisions determine the temperature. The
fast electrons thermalize on longer timescales as shown in
Figs. 1(b) and 1(c), contributing to the equilibrated subset of
electrons. In all cases equilibrium is reached within 100 fs
after the pulse.

AA calculates only the equilibrium properties of the system,
which means that it does not consider the history of the
system’s evolution through nonequilibrium states. We first
calculate the total energy per atom, E(T ), as a function of
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FIG. 1. Time evolution of the temperature of the electron plasma
within XMDYN simulation during and after x-ray irradiation at
different fluences: (a) Flow = 6.7 × 109 ph/μm2, (b) Fmed = 1.9 ×
1011 ph/μm2 and (c) Fhigh = 3.8 × 1011 ph/μm2. In all three cases,
the pulse duration is 10 fs FWHM; the pulse was centered at 20
fs, and the photon energy is 1 keV. The black curve represents the
Gaussian temporal envelope. Note that in all cases equilibrium is
reached within 100 fs after the pulse.

temperature T within a carbon system of density ρ0,

E(T ) =
∑

p

εpñp(μ,T )
∫

r�rs

d3r |ψp(r)|2, (2)
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FIG. 2. Relation between plasma temperature and energy ab-
sorbed per atom in AA calculations for a carbon system of mass
density 0.07 g/cm3.

where p is a one-particle state index, εp and ψp are corre-
sponding orbital energy and orbital, and ñp stands for the
fractional occupation numbers at chemical potential μ. Details
are found in Ref. [31]. In this way we obtain a relation between
the average energy absorbed per atom, �E = E(T ) − E(0),
and the electron temperature (see Fig. 2). From XMDYN the
average number of photoionization events per atom, nph, is
available for each fluence point, and therefore the energy
absorbed on average by an atom is known (=nphωph, where
ωph is the photon energy). Using this value we can select the
corresponding temperature that AA yields. This temperature
is compared with that fitted from XMDYN simulation. All
these results are in reasonable agreement, as shown in Table I.
Later we use this temperature for calculating the charge-state
distributions.

Figure 3 shows the kinetic-energy distribution of the
electron plasma (in the left panels) and the charge-state distri-
butions (in the right panels) for the three different fluences. The
charge-state distributions obtained from XMDYN at the final
timestep (250 fs) are compared to those obtained from AA at
the temperatures specified in Table I. Although similar charge
states are populated using the two approaches, differences can
be observed: AA yields consistently higher ionic charges than
XMDYN (20%–30% higher average charges) for the cases
investigated.

This is probably for the following reasons. XMDYN calls
XATOM on the fly to calculate reoptimized orbitals for each
electronic configuration. In this way XMDYN accounts for
the fact that ionizing an ion of charge Q costs less energy
than ionizing an ion of charge Q + 1. However, in the current
implementation of AA, this effect is not considered. At a
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FIG. 3. Kinetic-energy distribution of the electron plasma and
charge-state distributions from AA and XMDYN simulations (250 fs
after the irradiation) for the low fluence (a, b), the medium fluence
(c, d), and the high fluence (e, f).

given temperature, AA uses the same orbitals (and, therefore,
the same orbital energies) irrespective of the charge state.
A likely consequence is that AA gives more population to
higher charge states, simply because their binding energies
are underestimated. That could also be the reason why
AA produces wider charge-state distributions and predicts a
somewhat higher average charge than XMDYN does. The
other reason for the discrepancies could be the fact that
XMDYN treats only those orbitals as being quantized that
are occupied in the ground state of the neutral atom. For
carbon, these are the 1s,2s, and 2p orbitals. All states above
are treated classically in XMDYN, resulting in a continuum
of bound states. As a consequence, the density of states
is different and it may yield different orbital populations
and therefore different charge-state distributions. Moreover,
while free-electron thermalization has been ensured the bound
electrons are not necessarily fully thermalized in XMDYN.

TABLE I. Final temperatures obtained from XMDYN runs after 250 fs propagation and from AA calculations. XMDYN temperatures are
obtained from fitting using Eq. (1), while AA temperatures are obtained from the absorbed energy–temperature relation (Fig. 2).

Parameters Low fluence Medium fluence High fluence

Fluence (ph/μm2) 6.7 × 109 1.9 × 1011 3.8 × 1011

Energy absorbed per atom (eV) 29 665 1170
XMDYN temperature (eV) 7 57 91
AA temperature (eV) 6 60 83
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FIG. 4. Average energy absorbed per atom within diamond
irradiated with a Gaussian pulse of hard and soft x rays of
ωph = 5000 eV, Imax = 1018 W/cm2 and ωph = 1000 eV, Imax =
1016 W/cm2, respectively. In both cases, a pulse duration of 10 fs
FWHM was used.

In spite of the discrepancies observed, XMDYN and AA
equilibrium properties are in reasonably good agreement.

We also performed simulations under the conditions that
had been used in a recent publication using a continuum
approach [25]. In these simulations, we do not restrict nuclear
motions. A Gaussian x-ray pulse of 10 fs FWHM was used.
The intensities considered lie within the regime typically used
for high-energy-density experiments : Imax = 1016 W/cm2

for ωph = 1000 eV, and Imax = 1018 W/cm2 for ωph =
5000 eV. We employed a super-cell of diamond (mass density
= 3.51 g/cm3) containing 1000 carbon atoms within the
PBC framework. In this study, 25 different Monte Carlo
realizations were calculated and averaged for each irradiation
case to improve the statistics of the results. For a system of
1000 carbon atoms each XMDYN trajectory takes 45 min
of runtime. The average energy absorbed per atom [Fig. 4]
is ∼28 eV and ∼26 eV, respectively, for the 1000-eV and
5000-eV photon-energy cases, in agreement with Ref. [25].
Figure 5 shows the time evolution of the average charge for
the two different photon energies. Average atomic charge states
of +1.1 and +0.9, respectively, were obtained long after the
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FIG. 6. Comparison of impact ionization cross sections for
neutral ground-state carbon used in the current work within XMDYN
based on the BEB formula [38], and the cross sections used in the
continuum approach of Ref. [25] based on experimental data.

pulse was over. Although the rapid increase of the average ion
charge is happening on very similar times, the charge values at
the end of the calculation are 30% and 40% higher than those
in Ref. [25]. for the 1000-eV and 5000-eV cases, respectively
[Figs. 5(a) and 5(b)].

We can name two reasons that can cause such differences
in the final charge states. One is that two different formulas for
the total impact ionization cross section were used in the two
approaches. In Ref. [25] the cross sections are approximated
from experimental ground state atomic and ionic data [42],
while XMDYN employs the semi-empirical BEB formula tak-
ing into account state-specific properties. Figure 6 compares
these cross sections for neutral carbon atom. It can be seen
that the cross section and, therefore, the rate of the ionization
used by XMDYN are larger, which can shift the final average
charge state higher as well. The second reason is the evaluation
of the three-body recombination cross section. In Ref. [25]
recombination is defined using the principle of microscopic
reversibility which states that the cross section of impact
ionization can be used to calculate the recombination rate
[43]. In the current implementation of the Boltzmann code the
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FIG. 5. Average charge within diamond irradiated with a Gaussian pulse of hard and soft x rays of (a) ωph = 5000 eV, Imax = 1018 W/cm2

and (b) ωph = 1000 eV, Imax = 1016 W/cm2, respectively. In both cases, a pulse duration of 10 fs FWHM was used.
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FIG. 7. Average atomic charge in I3C as a function of time for (a) Fmed = 5.0 × 1012 ph/μm2 and (b) Fhigh = 1.0 × 1013 ph/μm2,
respectively. In both cases, a pulse duration of 10 fs FWHM was used. The black curve represents the Gaussian temporal envelope. The photon
energy was 9.7 keV.

two-body distribution function is approximated using
one-body distribution functions in the evaluation of the
rate for three-body recombination, whereas in XMDYN
correlations at all levels are naturally captured within the
classical framework due to the explicit calculation of the
microscopic electronic fields.

IV. APPLICATION

To demonstrate the capabilities of XMDYN we investi-
gate the complex system of crystalline form I3C (chemical
composition: C8H4I3NO4 · H2O) [44] irradiated by intense x
rays. I3C contains the heavy atomic species iodine, which
makes it a good prototype for investigations of experimental
phasing methods based on anomalous scattering [45–50]. We
considered pulse parameters used at an imaging experiment
recently performed at the Linac Coherent Light Source (LCLS)
free-electron laser [51]. The photon energy was 9.7 keV and the
pulse duration was 10 fs FWHM. Two different fluences were
considered in the simulations, Fhigh = 1.0 × 1013 ph/μm2

(estimated to be in the center of the focus) and its half value
Fmed = 5.0 × 1012 ph/μm2. In these simulations, we do not
restrict nuclear motions.

The computational cell used in the simulations contained
eight molecules of I3C (184 atoms in total). The time
propagation ends 250 fs after the pulse. For the analysis 50
XMDYN trajectories are calculated for both fluence cases.
These trajectories sample the stochastic dynamics of the
system without any restriction of the electronic configuration
space that possesses (2.0 × 107)24 possible configurations
considering the subsystem of the 24 iodine atoms only. The
calculation of such an XMDYN trajectory takes approximately
150 min on a Tesla M2090 GPU while the same calculation
takes 48 hours on Intel Xenon X5660 2.80GHz CPU (single
core).

Figure 7 shows the average charge for the different atomic
species in I3C as a function of time. Both fluences pump
enormous energy in the system predominantly through the
photoionization of the iodine atoms due to their large pho-
toionization cross section. In both cases almost all the atomic
electrons are removed from the light atoms, but mainly via
secondary ionization. The ionization of iodine is very efficient:
already when applying the weaker fluence Fmed, the iodine
atoms lose on average roughly half of their electrons, whereas
for the high fluence case the average atomic charge goes even
above +40. Further, we also investigate the free electron
thermalization. The plasma electrons reach thermalization
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FIG. 8. Kinetic-energy distribution of the electron plasma in I3C from XMDYN simulations (250 fs after the irradiation) for (a) the medium
fluence and (b) the high fluence.
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via nonequilibrium evolution within approximately 200 fs.
The Maxwellian distribution of the kinetic energy of these
electrons corresponds to very high temperatures: 365 eV
for Fmed and 1 keV for Fhigh (see Fig. 8). Hence, we have
shown that XMDYN is a tool that can treat systems with 3D
spatial inhomogeneity, whereas the continuum models usually
deal with uniform or spherically symmetric samples. If the
sample includes heavy atomic species, pre-selecting electronic
configurations can affect the dynamics of the system. XMDYN
allows for a flexible treatment of the atomic composition of the
sample and, particularly, easy access to the electronic structure
of heavy atoms with large electronic configuration space.

V. CONCLUSIONS

We have investigated the electron plasma thermalization
dynamics of x-ray-heated carbon systems using the simulation
tool XMDYN and compared its predictions to two other
conceptually different simulation methods, the average-atom
model (AA) and the Boltzmann continuum approach. Both
XMDYN and AA are naturally capable to address ions with
arbitrary electronic configurations, a very common situation in
high-energy-density matter generated by, e.g., high-intensity
x-ray irradiation. We found very similar quasi-equilibrium
temperatures for the two methods. Qualitative agreement can
be observed between the predicted ion charge-state distribu-
tions, although AA tends to yield somewhat higher charges.
The reason could be that, in the current implementation,
AA uses fixed atomic binding energies irrespective of the
atomic electron configuration. We have also compared results
from XMDYN and the Boltzmann continuum approach for
free electron thermalization dynamics of XFEL-irradiated

diamond as a validation of our approach. Thermal equilibrium
of the electron plasma is reached within similar times in
the two descriptions, although the asymptotic average ion
charge states are somewhat different. The discrepancy could
be attributed to the different approaches for impact ionization
and recombination processes in the two models and to different
parametrizations used in the simulation. Moreover, we have
considered a complex system, crystalline I3C, containing the
heavy atomic species iodine. We calculated the dynamics
and evolution of the system from an x-ray-induced non-
equilibrium state to a state where the plasma electrons are
thermalized and hot dense matter is formed. The atomic
electronic configurations for iodine are taken into account in
full detail. Therefore, with XMDYN the treatment of systems
including heavy atomic species (exhibiting complex inner-
shell relaxation pathways) is comprehensive and expected to
be reliable. Finally, we note that, in contrast to a Boltzmann
continuum approach, it is straightforward within XMDYN to
treat spatially inhomogeneous systems consisting of several or
even many atomic species.

ACKNOWLEDGMENTS

We thank Beata Ziaja for fruitful discussions about the
Boltzmann continuum approach. We also thank John Spence,
Richard Kirian, Henry Chapman, and Dominik Oberthuer
for stimulating the I3C calculations presented in this work.
This work has been supported by the excellence cluster
“The Hamburg Center for Ultrafast Imaging (CUI): Structure,
Dynamics and Control of Matter at the Atomic Scale” of the
Deutsche Forschungsgemeinschaft.

[1] C. Pellegrini, A. Marinelli, and S. Reiche, Rev. Mod. Phys. 88,
015006 (2016).

[2] C. Bostedt et al., Rev. Mod. Phys. 88, 015007 (2016).
[3] L. Young et al., Nature 466, 56 (2010).
[4] S. M. Vinko et al., Nature 482, 59 (2012).
[5] U. Zastrau, P. Sperling, A. Becker, T. Bornath, R. Bredow, T.

Doppner, S. Dziarzhytski, T. Fennel, L. B.Fletcher, E. Forster,
et al., Phys. Rev. E 90, 013104 (2014).

[6] A. Lévy, Phys. Plasmas 22, 030703 (2015).
[7] B. F. Murphy, T. Osipov, Z. Jurek et al., Nat. Commun. 5, 4281

(2014).
[8] T. Tachibana, Z. Jurek, H. Fukuzawa, K. Motomura, K. Nagaya,

S. Wada, P. Johnsson, M. Siano, S. Mondal, Y. Ito et al., Sci.
Rep. 5, 10977 (2015).

[9] S. P. Hau-Riege, R. A. London, and A. Szoke, Phys. Rev. E 69,
051906 (2004).

[10] B. Ziaja, A. de Castro, E. Weckert, and T. Möller, Eur. Phys. J.
D 40, 465 (2006).

[11] O. Peyrusse, Phys. Rev. E 86, 036403 (2012).
[12] H. A. Scott, J. Quant. Spectrosc. Radiat. Transfer 71, 689 (2001).
[13] M. Bergh, N. Timneanu, and D. van der Spoel, Phys. Rev. E 70,

051904 (2004).
[14] Z. Jurek, G. Faigel, and M. Tegze, Eur. Phys. J. D 29, 217 (2004).
[15] C. Gnodtke, U. Saalmann, and J. M. Rost, Phys. Rev. A 79,

041201(R) (2009).

[16] C. Caleman et al., J. Mod. Opt. 58, 1486 (2011).
[17] S. P. Hau-Riege, Phys. Rev. Lett. 108, 238101 (2012).
[18] B. Rudek et al., Nat. Photon. 6, 858 (2012).
[19] H. Fukuzawa, S.K. Son, K. Motomura, S. Mondal, K. Nagaya,

S. Wada, X.J. Liu, R. Feifel, T. Tachibana, Y. Ito, M. Kimura, T.
Sakai, K. Matsunami, H. Hayashita, J. Kajikawa, P. Johnsson,
M. Siano, E. Kukk, B. Rudek, B. Erk, L. Foucar, E. Robert, C.
Miron, K. Tono, Y. Inubushi, T. Hatsui, M. Yabashi, M. Yao, R.
Santra, and K. Ueda, Phys. Rev. Lett. 110, 173005 (2013).

[20] A. Bar-Shalom, J. Oreg, W. H. Goldstein, D. Shvarts, and A.
Zigler, Phys. Rev. A 40, 3183 (1989).

[21] O. Peyrusse, J. Phys. B 33, 4303 (2000).
[22] J. Bauche, C. Bauche-Arnoult, and O. Peyrusse, Atomic Proper-

ties in Hot Plasmas (Springer International Publishing, Berlin,
2015).

[23] H.-K. Chung, M. H. Chen, W. L. Morgan, Y. Ralchenko, and
R. W. Lee, High Energy Density Phys. 1, 3 (2005).

[24] H.-K. Chung, M. H. Chen, W. L. Morgan, and Y. Ralchenko, J.
Quant. Spectrosc. Radiat. Transfer 38, 131 (1987).

[25] B. Ziaja, V. Saxena, S.-K. Son, N. Medvedev, B. Barbrel, B.
Woloncewicz, and M. Stransky, Phys. Rev. E 93, 053210 (2016).

[26] Z. Jurek, S.-K. Son, B. Ziaja, and R. Santra, J. Appl. Cryst. 49,
1048 (2016).

[27] S.-K. Son, L. Young, and R. Santra, Phys. Rev. A 83, 033402
(2011).

023205-7

https://doi.org/10.1103/RevModPhys.88.015006
https://doi.org/10.1103/RevModPhys.88.015006
https://doi.org/10.1103/RevModPhys.88.015006
https://doi.org/10.1103/RevModPhys.88.015006
https://doi.org/10.1103/RevModPhys.88.015007
https://doi.org/10.1103/RevModPhys.88.015007
https://doi.org/10.1103/RevModPhys.88.015007
https://doi.org/10.1103/RevModPhys.88.015007
https://doi.org/10.1038/nature09177
https://doi.org/10.1038/nature09177
https://doi.org/10.1038/nature09177
https://doi.org/10.1038/nature09177
https://doi.org/10.1038/nature10746
https://doi.org/10.1038/nature10746
https://doi.org/10.1038/nature10746
https://doi.org/10.1038/nature10746
https://doi.org/10.1103/PhysRevE.90.013104
https://doi.org/10.1103/PhysRevE.90.013104
https://doi.org/10.1103/PhysRevE.90.013104
https://doi.org/10.1103/PhysRevE.90.013104
https://doi.org/10.1063/1.4916103
https://doi.org/10.1063/1.4916103
https://doi.org/10.1063/1.4916103
https://doi.org/10.1063/1.4916103
https://doi.org/10.1038/ncomms5281
https://doi.org/10.1038/ncomms5281
https://doi.org/10.1038/ncomms5281
https://doi.org/10.1038/ncomms5281
https://doi.org/10.1038/srep10977
https://doi.org/10.1038/srep10977
https://doi.org/10.1038/srep10977
https://doi.org/10.1038/srep10977
https://doi.org/10.1103/PhysRevE.69.051906
https://doi.org/10.1103/PhysRevE.69.051906
https://doi.org/10.1103/PhysRevE.69.051906
https://doi.org/10.1103/PhysRevE.69.051906
https://doi.org/10.1140/epjd/e2006-00240-x
https://doi.org/10.1140/epjd/e2006-00240-x
https://doi.org/10.1140/epjd/e2006-00240-x
https://doi.org/10.1140/epjd/e2006-00240-x
https://doi.org/10.1103/PhysRevE.86.036403
https://doi.org/10.1103/PhysRevE.86.036403
https://doi.org/10.1103/PhysRevE.86.036403
https://doi.org/10.1103/PhysRevE.86.036403
https://doi.org/10.1016/S0022-4073(01)00109-1
https://doi.org/10.1016/S0022-4073(01)00109-1
https://doi.org/10.1016/S0022-4073(01)00109-1
https://doi.org/10.1016/S0022-4073(01)00109-1
https://doi.org/10.1103/PhysRevE.70.051904
https://doi.org/10.1103/PhysRevE.70.051904
https://doi.org/10.1103/PhysRevE.70.051904
https://doi.org/10.1103/PhysRevE.70.051904
https://doi.org/10.1140/epjd/e2004-00033-3
https://doi.org/10.1140/epjd/e2004-00033-3
https://doi.org/10.1140/epjd/e2004-00033-3
https://doi.org/10.1140/epjd/e2004-00033-3
https://doi.org/10.1103/PhysRevA.79.041201
https://doi.org/10.1103/PhysRevA.79.041201
https://doi.org/10.1103/PhysRevA.79.041201
https://doi.org/10.1103/PhysRevA.79.041201
https://doi.org/10.1080/09500340.2011.597519
https://doi.org/10.1080/09500340.2011.597519
https://doi.org/10.1080/09500340.2011.597519
https://doi.org/10.1080/09500340.2011.597519
https://doi.org/10.1103/PhysRevLett.108.238101
https://doi.org/10.1103/PhysRevLett.108.238101
https://doi.org/10.1103/PhysRevLett.108.238101
https://doi.org/10.1103/PhysRevLett.108.238101
https://doi.org/10.1038/nphoton.2012.261
https://doi.org/10.1038/nphoton.2012.261
https://doi.org/10.1038/nphoton.2012.261
https://doi.org/10.1038/nphoton.2012.261
https://doi.org/10.1103/PhysRevLett.110.173005
https://doi.org/10.1103/PhysRevLett.110.173005
https://doi.org/10.1103/PhysRevLett.110.173005
https://doi.org/10.1103/PhysRevLett.110.173005
https://doi.org/10.1103/PhysRevA.40.3183
https://doi.org/10.1103/PhysRevA.40.3183
https://doi.org/10.1103/PhysRevA.40.3183
https://doi.org/10.1103/PhysRevA.40.3183
https://doi.org/10.1088/0953-4075/33/20/308
https://doi.org/10.1088/0953-4075/33/20/308
https://doi.org/10.1088/0953-4075/33/20/308
https://doi.org/10.1088/0953-4075/33/20/308
https://doi.org/10.1016/j.hedp.2005.07.001
https://doi.org/10.1016/j.hedp.2005.07.001
https://doi.org/10.1016/j.hedp.2005.07.001
https://doi.org/10.1016/j.hedp.2005.07.001
https://doi.org/10.1016/0022-4073(87)90039-2
https://doi.org/10.1016/0022-4073(87)90039-2
https://doi.org/10.1016/0022-4073(87)90039-2
https://doi.org/10.1016/0022-4073(87)90039-2
https://doi.org/10.1103/PhysRevE.93.053210
https://doi.org/10.1103/PhysRevE.93.053210
https://doi.org/10.1103/PhysRevE.93.053210
https://doi.org/10.1103/PhysRevE.93.053210
https://doi.org/10.1107/S1600576716006014
https://doi.org/10.1107/S1600576716006014
https://doi.org/10.1107/S1600576716006014
https://doi.org/10.1107/S1600576716006014
https://doi.org/10.1103/PhysRevA.83.033402
https://doi.org/10.1103/PhysRevA.83.033402
https://doi.org/10.1103/PhysRevA.83.033402
https://doi.org/10.1103/PhysRevA.83.033402


ABDULLAH, ANURAG, JUREK, SON, AND SANTRA PHYSICAL REVIEW E 96, 023205 (2017)

[28] S.-K. Son and R. Santra, Phys. Rev. A 85, 063415 (2012).
[29] M. M. Abdullah, Z. Jurek, S.-K. Son, and R. Santra, J. Phys.

Conf. Ser. 635, 102008 (2015).
[30] M. M. Abdullah et al., Struct. Dyn. 3, 054101 (2016).
[31] S.-K. Son, R. Thiele, Z. Jurek, B. Ziaja, and R. Santra, Phys.

Rev. X 4, 031004 (2014).
[32] B. F. Rozsnyai, Phys. Rev. A 5, 1137 (1972).
[33] D. A. Liberman, Phys. Rev. B 20, 4981 (1979).
[34] F. Perrot, Phys. Rev. A 25, 489 (1982).
[35] O. Peyrusse, J. Quant. Spectrosc. Radiat. Transfer 99, 469

(2006).
[36] B. Wilson, V. Sonnad, P. Sterne, and W. Isaacs, J. Quant.

Spectrosc. Radiat. Transfer 99, 658 (2006).
[37] N. Metropolis et al., J. Chem. Phys. 21, 1087 (1953).
[38] Y.-K. Kim and M. E. Rudd, Phys. Rev. A 50, 3954 (1994).
[39] I. Georgescu, U. Saalmann, and J. M. Rost, Phys. Rev. A 76,

043203 (2007).
[40] C. Jungreuthmayer, L. Ramunno, J. Zanghellini, and T. Brabec,

J. Phys. B 38, 3029 (2005).
[41] E. Ackad, N. Bigaouette, S. Mack, K. Popov, and L. Ramunno,

New J. Phys. 15, 053047 (2013).

[42] M. A. Lennon et al., J. Phys. Chem. Ref. Data 17, 1285
(1988).

[43] V. Saxena and B. Ziaja, Phys. Plasmas 23, 012710 (2016).
[44] T. Beck, T. Gruene, and G. M. Sheldrick, Acta Cryst. D 66, 374

(2010).
[45] J. Guss, E. Merritt, R. Phizackerley, B. Hedman, M. Murata, K.

Hodgson, and H. Freeman, Science 241, 806 (1988).
[46] W. Hendrickson, Science 254, 51 (1991).
[47] S.-K. Son, H. N. Chapman, and R. Santra, Phys. Rev. Lett. 107,

218102 (2011).
[48] S.-K. Son, H. N. Chapman, and R. Santra, J. Phys. B 46, 164015

(2013).
[49] L. Galli, S.-K. Son, T. A. White, R. Santra, H. N. Chapman, and

M. H. Nanao, J. Synchrotron Radiat. 22, 249 (2015).
[50] L. Galli, S.-K. Son, T. R. M. Barends, T. A. White, A.

Barty, S. Botha, S. Boutet, C. Caleman, R. B. Doak, M. H.
Nanao, K. Nass, R. L. Shoeman, N. Timneanu, R. Santra, I.
Schlichting, and H. N. Chapman, Int. Union Crystallogr. 2, 627
(2015).

[51] J. C. H. Spence, A. K. Richard, H. N. Chapman, and D.
Oberthuer (private communication).

023205-8

https://doi.org/10.1103/PhysRevA.85.063415
https://doi.org/10.1103/PhysRevA.85.063415
https://doi.org/10.1103/PhysRevA.85.063415
https://doi.org/10.1103/PhysRevA.85.063415
https://doi.org/10.1088/1742-6596/635/10/102008
https://doi.org/10.1088/1742-6596/635/10/102008
https://doi.org/10.1088/1742-6596/635/10/102008
https://doi.org/10.1088/1742-6596/635/10/102008
https://doi.org/10.1063/1.4958887
https://doi.org/10.1063/1.4958887
https://doi.org/10.1063/1.4958887
https://doi.org/10.1063/1.4958887
https://doi.org/10.1103/PhysRevX.4.031004
https://doi.org/10.1103/PhysRevX.4.031004
https://doi.org/10.1103/PhysRevX.4.031004
https://doi.org/10.1103/PhysRevX.4.031004
https://doi.org/10.1103/PhysRevA.5.1137
https://doi.org/10.1103/PhysRevA.5.1137
https://doi.org/10.1103/PhysRevA.5.1137
https://doi.org/10.1103/PhysRevA.5.1137
https://doi.org/10.1103/PhysRevB.20.4981
https://doi.org/10.1103/PhysRevB.20.4981
https://doi.org/10.1103/PhysRevB.20.4981
https://doi.org/10.1103/PhysRevB.20.4981
https://doi.org/10.1103/PhysRevA.25.489
https://doi.org/10.1103/PhysRevA.25.489
https://doi.org/10.1103/PhysRevA.25.489
https://doi.org/10.1103/PhysRevA.25.489
https://doi.org/10.1016/j.jqsrt.2005.05.037
https://doi.org/10.1016/j.jqsrt.2005.05.037
https://doi.org/10.1016/j.jqsrt.2005.05.037
https://doi.org/10.1016/j.jqsrt.2005.05.037
https://doi.org/10.1016/j.jqsrt.2005.05.053
https://doi.org/10.1016/j.jqsrt.2005.05.053
https://doi.org/10.1016/j.jqsrt.2005.05.053
https://doi.org/10.1016/j.jqsrt.2005.05.053
https://doi.org/10.1063/1.1699114
https://doi.org/10.1063/1.1699114
https://doi.org/10.1063/1.1699114
https://doi.org/10.1063/1.1699114
https://doi.org/10.1103/PhysRevA.50.3954
https://doi.org/10.1103/PhysRevA.50.3954
https://doi.org/10.1103/PhysRevA.50.3954
https://doi.org/10.1103/PhysRevA.50.3954
https://doi.org/10.1103/PhysRevA.76.043203
https://doi.org/10.1103/PhysRevA.76.043203
https://doi.org/10.1103/PhysRevA.76.043203
https://doi.org/10.1103/PhysRevA.76.043203
https://doi.org/10.1088/0953-4075/38/16/013
https://doi.org/10.1088/0953-4075/38/16/013
https://doi.org/10.1088/0953-4075/38/16/013
https://doi.org/10.1088/0953-4075/38/16/013
https://doi.org/10.1088/1367-2630/15/5/053047
https://doi.org/10.1088/1367-2630/15/5/053047
https://doi.org/10.1088/1367-2630/15/5/053047
https://doi.org/10.1088/1367-2630/15/5/053047
https://doi.org/10.1063/1.555809
https://doi.org/10.1063/1.555809
https://doi.org/10.1063/1.555809
https://doi.org/10.1063/1.555809
https://doi.org/10.1063/1.4940787
https://doi.org/10.1063/1.4940787
https://doi.org/10.1063/1.4940787
https://doi.org/10.1063/1.4940787
https://doi.org/10.1107/S0907444909051609
https://doi.org/10.1107/S0907444909051609
https://doi.org/10.1107/S0907444909051609
https://doi.org/10.1107/S0907444909051609
https://doi.org/10.1126/science.3406739
https://doi.org/10.1126/science.3406739
https://doi.org/10.1126/science.3406739
https://doi.org/10.1126/science.3406739
https://doi.org/10.1126/science.1925561
https://doi.org/10.1126/science.1925561
https://doi.org/10.1126/science.1925561
https://doi.org/10.1126/science.1925561
https://doi.org/10.1103/PhysRevLett.107.218102
https://doi.org/10.1103/PhysRevLett.107.218102
https://doi.org/10.1103/PhysRevLett.107.218102
https://doi.org/10.1103/PhysRevLett.107.218102
https://doi.org/10.1088/0953-4075/46/16/164015
https://doi.org/10.1088/0953-4075/46/16/164015
https://doi.org/10.1088/0953-4075/46/16/164015
https://doi.org/10.1088/0953-4075/46/16/164015
https://doi.org/10.1107/S1600577514027854
https://doi.org/10.1107/S1600577514027854
https://doi.org/10.1107/S1600577514027854
https://doi.org/10.1107/S1600577514027854
https://doi.org/10.1107/S2052252515014049
https://doi.org/10.1107/S2052252515014049
https://doi.org/10.1107/S2052252515014049
https://doi.org/10.1107/S2052252515014049


PHYSICAL REVIEW E 103, 029901(E) (2021)

Erratum: Molecular-dynamics approach for studying the nonequilibrium behavior of x-ray-heated
solid-density matter [Phys. Rev. E 96, 023205 (2017)]

Malik Muhammad Abdullah, Anurag, Zoltan Jurek, Sang-Kil Son, and Robin Santra

(Received 20 January 2021; published 4 February 2021)

DOI: 10.1103/PhysRevE.103.029901

Equation (2) in the original paper was incomplete. The expression actually used for creating Fig. 2 reads

E (T ) =
∑

p

εpñp(μ, T )
∫

r�rs

d3r|ψp(r)|2

−1

2

∫
r�rs

d3r
∫

r′�rs

d3r′ ρ(r, T )ρ(r′, T )

|r − r′| + 3

8

(
3

π

)1/3 ∫
r�rs

d3r ρ(r, T )4/3, (2)

where ρ(r, T ) = ∑
p |ψp(r)|2ñp(μ, T ) is the electron density.

Figure 3 in the original paper showed the kinetic-energy distribution of the electron plasma for (a) low fluence, (c) medium
fluence, and (e) high fluence, together with the curve fitted to the Maxwell-Boltzmann distribution. The Maxwell-Boltzmann
distribution for the energy reads

fE (E ) = 2

√
E

πT 3
e−E/T .

However, the curves in Fig. 3 were fitted to a wrong formula,

fwrong(E ) = E

T 2
e−E/T .

Therefore, Figs. 3(a), 3(c), and 3(e) should be replotted as shown here. The fitted curves look alike, but the fitted temperatures
become higher than before. In Table I, the XMDYN temperature should be 10 eV for low fluence, 86 eV for medium fluence,
and 135 eV for high fluence. Note that the correct expression was already used in Fig. 8.

These corrections have no consequence for the conclusions in our original paper.

The authors are indebted to Dr. R. Jin for his investigation of the fitting procedure underlying Fig. 3.
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FIG. 3. Kinetic-energy distribution of the electron plasma compared with two fitted curves: The old fit is fitted to fwrong(E ), and the new
fit is fitted to fE (E ).

2470-0045/2021/103(2)/029901(1) 029901-1 ©2021 American Physical Society

http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.103.029901&domain=pdf&date_stamp=2021-02-04
https://doi.org/10.1103/PhysRevE.103.029901



