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Abstract

We report on the dynamics of ultra-fast heating in cryogenic hydrogen initiated by a <
∼ 300 fs,

92 eV free electron laser x-ray burst. The rise of the x-ray scattering amplitude from a second

x-ray pulse probes the transition from dense cryogenic molecular hydrogen to a nearly uncorrelated

plasma-like structure, indicating an electron-ion equilibration time of ∼ 0.9 ps. The rise time agrees

with radiation hydrodynamics simulations based on a conductivity model for partially ionized

plasma that is validated by two-temperature density-functional theory.

PACS numbers: 52.20.-j, 52.65.-y, 52.25.Os , 52.70.La
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Knowledge of thermodynamic properties of matter under extreme conditions is critical

for modeling stellar and planetary interiors [1], as well as for inertial confinement fusion

(ICF) experiments [2]. Of central importance are the electron-ion collision and equilibration

times that determine the microscopic properties of matter related to reflectivity and thermal

conductivity. On a macroscopic scale, these affect the depth of mixing layers in Jovian

planets [3], as well as the formation of a central hot spot and the assembly of a stable

thermonuclear fuel layer in ICF implosions [4–6]. Equilibration times are also crucial for the

interpretation of ion heating in recent Z-pinch plasma experiments [7, 8]. Uncertainties in

the transport properties in dense matter limit our ability to accurately model such complex

systems.

Precise determination of the heat transfer rate from electrons to ions and atoms in dense

matter requires the preparation of a uniform sample and sub-picosecond probing. Recent

attempts using optical-laser heated thin metal foils are promising, but limited by the non-

uniformity of the heated sample and a time-resolution of few ps [9–11].

As a versatile diagnostic tool for warm and dense matter states, x-ray scattering was

demonstrated on picosecond [12] and nanosecond time scales [13–15]. With the advent of

free electron lasers (FELs) the implementation of volumetric x-ray heating [16, 17] and

accurate x-ray scattering on the femtosecond time scale is now becoming possible due to

the short FEL pulse lengths (<∼ 300 fs), their unprecedented peak brightness, and the high

repetition rate [18]. To investigate dynamic processes of warm dense matter on such short

time scales, dual-pulse experiments are necessary, where a first pulse generates an excited

state that is subsequently probed by a second pulse at well-defined time delays.

Here we have used the split and delay capability [19] of the Free-electron LASer in

Hamburg (FLASH) (as illustrated in Fig. 1) to measure ultra-fast heating of dense matter.

We produce two pulses of comparable intensity [22, 23] to volumetrically heat dense cryogenic

hydrogen and subsequently probe it by soft x-ray scattering. The total scattered fraction

rises to a peak value of 4 · 10−6 within 0.9 ps, remaining constant for delays up to 2 ps. This

dynamics is reproduced with a Saha model for ionization. In contrast, simulations using a

quotidian equation of state (QEOS) show quasi-instantaneous heating within the FEL pulse

duration of 300 fs.

FLASH was operated at 92 eV soft x-ray radiation to be in a regime where the photon

energy is well above the plasma frequency for liquid-density hydrogen (h̄ωP ∼ 8 eV). This
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FIG. 1. Schematic of the experimental setup. Horizontally polarized FEL radiation at 92 eV,

10 Hz pulse repetition rate, and duration of τ <
∼ 300 fs is geometrically divided by a split-and-

delay unit [19]. Likewise a time delay ∆t between the x-ray pulses is introduced with few-fs

precision. The pulses are subsequently focused to a 20 × 30 µm2 spot using an ellipsoidal mirror,

yielding intensities up to (27± 0.6) TW/cm2 for the variable-delay branch and (19± 0.4) TW/cm2

for the fixed branch. The FEL pulses hit a (9 ± 2) µm radius hydrogen jet with mass density of

0.08 g/cm3 and temperature of 20 K. Scattering is collected at 90◦ relative to the incident FEL

radiation in the vertical plane. To discriminate between the scattered XUV photons and plasma

self-emission or energetic particles, we employ a variable line space grating spectrograph [20, 21].

leads to a high penetration depth with an absorption length labs = 11 µm [24], comparable

to the hydrogen jet radius of ∼ 9 µm. The average spectral band width was measured to be

∆E/E ≈ 1.6%. An upper limit for the FEL pulse duration is estimated from the measured

electron bunch duration (∼ 300 fs FWHM), and individual pulse energies have been recorded

by a residual gas ionization detector, yielding an average pulse energy of (200±50) µJ. About

20% of this energy is delivered to the target due to the beamline transmission. The hydrogen

jet extruded from a liquid helium cooled cryostat [25] with 60 m/s flow velocity, so that each

FLASH pulse scatters from an unperturbed sample. During hydrogen injection the chamber

was at a pressure of 10−5 mbar.

After initial absorption, photo-electrons with kinetic energies of 78 eV impact-ionize sev-

eral atoms on the time scale of the FEL pulse duration [26] leading to an almost homogeneous

electron heating throughout the sample. Subsequently, these electrons transfer their heat to

the molecules, atoms, and ions. At this photon energy, attenuation via photo absorption has

the highest cross section with a small fraction of the incident radiation being also scattered.

X-ray scattering spectra are measured for various time delays up to 5 ps. The number

of Rayleigh-scattered photons Nscat per solid angle dΩ and per incident photons Ninc of
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FIG. 2. Experimental scattering spectra as function of time delay. The inset shows two 16-bit

raw spectra, each 25 × 50 pixels of (13.5 µm)2 size, with a horizontally oriented spectral axis

corresponding to the graph, where the spectral profiles are integrated along the vertical axis.

linearly polarized x-rays is given by [27]

1

Ninc

dNscat

dΩ
=

V ni

A
Zr20S(k),

where V is the scattering volume, ni is the heavy particle density (ions and atoms), A is the

irradiated area (the focal spot being larger than the sample), Z = 1 is the atomic number,

r0 is the classical electron radius, and S(k) is the structure factor for a momentum transfer

k = ‖k1 − k2‖=0.0348 a−1
B (for 90◦ scattering angle). Here k1 and k2 are the incident and

scattered x-ray wave numbers, respectively. Since this value of k is sufficiently close to zero

we use the structure factor at zero momentum transfer, S(k = 0), which is a measure for

the sum of all short and long-range electron correlations.

For our conditions kr ≪ 1 and kD ≫ 1, where r is the mean inter-particle separation

and D the hydrogen jet diameter. In this regime, scattering probes the collective behavior

of a large number of particles.

High-dynamic range spectra at (90 ± 2.2)◦ scattering angle are measured as function of

time delay by accumulating 300 consecutive exposures at a fixed delay. We employ the

HiTRaX spectrometer [20] which has a toroidal mirror 25.5 cm from the target, providing a

large solid angle of 1.9 · 10−3 sr. Its spectral dispersion was calibrated in-situ using plasma

emission lines [21]. Fig. 2 shows that between 0 ps and 1 ps time delay there is a significant

increase of the total scattered intensity. We also notice that the spectral shape shows subtle

changes of the wings, mostly dominated by the incident FEL spectrum.

5



To describe the temporal variation of the scattering intensity, we first performed one-

dimensional Lagrangian radiation-hydrodynamic simulations with the code HELIOS [28]. It

solves the equations of motion for a fluid considering the electronic and ionic subsystem as

co-moving, where their energies can be handled separately. The equation of state (EOS)

of hydrogen is used from the PROPACEOS package. Both pulses are accounted for in the

simulations. The spatially resolved ion density as well as the electron and heavy particle

temperatures are extracted from these simulations at the peak of the probe pulse.

The simulation is run with the EOS according to the Saha equation, predicting weak

ionization of 4 − 6% and consequently a slow electron-ion energy exchange (of the order of

several ps). Within the pump pulse duration, the electronic subsystem is heated to Te ∼ 2 eV

(Fig. 3), and energy is subsequently transferred to the heavy particles. Their Ti rises from

cryogenic temperatures to ∼ 0.25 eV within 1 ps and subsequently continues rising to 0.5 eV

at 5 ps. Note that in the present case Te and Ti do not equilibrate due to the occurrence of

the probe pulse.

In order to obtain structural information and determine S(k=0), the plasma conditions

derived from HELIOS are taken for each delay time as input parameters for ab-initio two-

temperature density-functional-theory molecular dynamics (2T-DFT-MD) simulations [29],

using the Vienna Ab-initio Simulation Package (VASP) [30]. DFT at finite temperatures

is implemented in VASP solving the Kohn-Sham equations self-consistently to minimize the

free energy of the system as a functional of the local electron density

n(r) =
N∑

i=1

f(ǫi, T )|φi(r)|
2,

where the wave functions are weighted with the Fermi distribution f(ǫi, T ). The effective

potential defining all interactions in the system includes ion-background contributions, the

Hartree energy, and the exchange-correlation functional. The heavy particle temperature

Ti is controlled with a Nosé thermostat while the electron temperature Te is defined via

the Fermi-weighting of the electron distribution. Convergence is checked with respect to

the particle number, the k-point sets used for the evaluation of the Brillouin zone, and the

energy cutoff for the plane wave basis set. Coulomb interactions between the electrons and

ions are treated using projector-augmented wave potentials [31] with a converged energy

cutoff of 1400 eV. We chose 64 atoms, the Baldereschi mean value point [32], and use the

exchange-correlation functional of Perdew, Burke, and Ernzerhof [33] which has been shown
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FIG. 3. Simulation of the temporal evolution of the plasma parameters and the structure fac-

tor. The temperatures of the electronic and atomic-ionic subsystems are calculated using the 1D

radiation-hydrodynamics code HELIOS and a Saha-based EOS. Also shown is the structure factor

at k = 0. No temporal evolution in the initial ion density is observed. The ionization ranges

between 4-6%, temporally following the electron temperature dependency.

to give reasonable results for warm dense matter states [34, 35].

In a physical picture, these DFT simulations provide the pair distribution function g(r) of

atoms and ions as well as the equation of state data. The structure factor can be written as

S(0) = κT/κ
id
T , using the real (κT ) and the ideal (κid

T ) isothermal compressibilities. While the

ideal compressibility is simply given by κid
T = 1/(nikBT ), the real compressibility is obtained

from the DFT equation of state via κT = (∂ρ/∂p)/ρ. The evolution of S(0) in time is shown

in Fig. 3. At initial times, we see that S(0) differs from unity indicating a highly correlated

system. At later times, S(0) approaches 1 which can be explained by a transition from

cryogenic molecular hydrogen to an almost uncorrelated plasma-like structure with an ideal

gas-like compressibility.

Fig. 4 shows 2T-DFT-MD simulations of g(r) for different temperatures, which correspond

to specific time delays. A pronounced peak in the distribution function is seen at radius r ∼

0.75 Å which coincides with the distance of the molecular atom pair [34] and characterizes

an undissociated molecular system. With increasing temperature the molecular peak drops

and broadens and a continuous distance distribution arises, corresponding to bond breakage

and plasma formation.

In Fig. 5 the scattered fraction of the photons is plotted versus time delay. The data

was normalized to the incoming photon number Ninc and the XUV spectrometer efficiency

η. The latter quantity is estimated from the specifications of each spectrometer component.
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FIG. 4. Shown is the calculated pair distribution function g(r) as function of the radial inter-

particle distance r for different time delays and temperatures. For cryogenic hydrogen (T=20 K),

a peak at r ∼ 0.75 Å indicates the distance in the H2 molecule. With increasing temperature the

molecular bonds break and the intensity of the peak drops.
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FIG. 5. Temporal evolution of the measured and simulated x-ray scattering. A total of 300 expo-

sures were grouped together by delay, and their errors resemble their root mean square deviations.

For the blue data points, ranging from ∆t = 0 ps to 1 ps only, the more intense 27 TW/cm2 pulse

pumps the target, while it is probed by the 19 TW/cm2 pulse. The red data points, ranging from

0 ps to 5 ps, resemble the inverse case where the pump was less intense (19 TW/cm2) than the

probe (27 TW/cm2). In both cases, the signal increases within 1 ps, and for the more intense

pump the amplitude is larger. Simulations based on QEOS (gray) predict no delay dependence for

S(0).
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Best agreement with the simulations (as shown in Fig. 5) is achieved when multiplying

the measured values with a factor of 2.6. In the simulations, the hydrogen jet diameter was

estimated to be 18 µm from the nozzle diameter and Rayleigh break-up. Assuming a relative

error of ∼ 15% in jet diameter results in 50% uncertainty in number of available scatterers.

We observe a significant increase of the signal for time delays <∼ 1 ps. We also performed

the experiment with reversed time delay between the x-ray pulses. Stronger pumping of the

cryogenic hydrogen (corresponding to 27 TW/cm2) leads to more scattering, because a higher

pump intensity raises the temperatures further, leading to a less correlated hydrogen system.

For the weaker pump (19 TW/cm2), we were also able to measure time delays up to 5 ps.

First we observe that after 1 ps the scattering amplitude stops growing and then flattens until

about 2 ps. This is due to slower equilibration caused by the smaller temperature difference

between electron and heavy particles. The observed slowly decrease towards 5 ps could be

attributed to fast recombination of ions [36] (requiring detailed configuration accounting of

all excited states) which might be underestimated in our hydrodynamics calculations.

A Gaussian fit to the experimental data yields a valley-to-peak time of (1.1 ± 0.2) ps.

After deconvolution of the probe pulse duration, we derive that cryogenic molecular hydrogen

responds to an impulsive heating of the electrons within (0.9 ± 0.3) ps, in good agreement

with the temporal evolution based on hydrodynamics simulations.

To cross-check the hydrodynamics results which are based on a conductivity model for

partially ionized plasma, we independently extract the timescale of electron-ion collisions

from the ab-initio DFT simulations by fitting the dynamical conductivity to a Drude re-

lation [37], yielding τcoll = 1-3 fs. This leads to a consistent equilibration time τeq =

mp/(2me)τcoll = 1-3 ps, where mp and me are the proton and electron mass, respectively.

We further prove that a Saha model as implemented in this work is superior to the Thomas-

Fermi model as implemented in QEOS [38]. The latter predicts about order of magnitude

too short equilibration times, generating a plasma with S(0) ∼ 1 well within the FEL pulse

duration. Hence no pump-probe delay dependence for S(0) is predicted using QEOS (see

Fig. 5).

Numerical simulations indicate that the Rayleigh-Taylor growth is highly sensitive to

thermal conduction [39]. Recently, uncertainties in the heat diffusion coefficient of a factor

10 restrict the prognosis of the mixing layer between compressed DT and beryllium in ICF

capsules to a factor ∼2 precision. In the same way, this also puts the predicted depth of
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mixing layers in Jovian planets into perspective [3, 6]. Hence, our results provide important

insights and needed experimental data on transport effects which will shed light on the

detailed understanding of dense plasmas.
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