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Abstract

A six-plane beam telescope based on silicon strip sensors, namely LYCORIS, was designed
and tested at the DESY II test beam facility. The EUDAQ2 data acquisition framework5

provides a monitor that generates and displays correlation plots, i.e. 2-dimensional his-
tograms that select two different planes and match their strip coordinates that were hit
for every event.
This report is to present the current status of the monitor for LYCORIS, both for its of-
fline and online performance. More specifically, the newly implemented algorithms for the10

analysis of external trigger data were validated by an accurate study of LYCORIS’s chan-
nels behaviour under different experimental conditions, and they are henceforth explained
in this report. The correlation plots produced with data from the test beam facility in
July/August 2019 now show a clear correlation between adjacent planes of the telescope.
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1 Introduction35

1.1 LYCORIS Telescope
LYCORIS (Large area x-Y COverage Readout Integrated Strip) is a new six-layer beam
telescope, constructed as an improvement for the DESY test beam infrastucture within the EU
AIDA-2020 project [1]. The telescope addresses the user demands for momentum measurement
in a 1 T solenoid magnet, namely PCMAG, installed in area T24/1 of the test beam facility40

at DESY [2], providing a spatial resolution of ∼ 7.2 µm along the bending direction. In figure
1.1 the telescope is shown inside PCMAG during a test beam setup: the six sensor planes are
hosted by two cassette-like supports, one placed before the DUT inside the magnets (upstream)
and one after the DUT (downstream).

Figure 1.1: LYCORIS in the test beam facility. Upper left: upstream and downstream
cassettes positioned inside the PCMAG, with MIMOSA telescopes in the between. Lower
left: close view of one of the cassettes, already connected to DAQ and mounted on rail
support. Right: overview of experimental setup in room T24/1.

The test beam facility at DESY provides an electron beam to Test beam area T24/1: energies45

go from 1 to 6 GeV; the DESY II cycle has a sinusoidal energy curve that repeats every 80ms.

Each plane is 320 µm thick, 10 × 10 cm2 large; the sensor module has 25 µm sense pitch, and is
readout by two bump-bonded 1024-channel KPiX [3] developed by SLAC. Not all 1024 channels
are connected to readout strips: each sensor has 1840 readout strips, connected to two KPiX50

chips, i.e. each KPiX has 920 channels connected to strips.



3

Figure 1.2 shows the orientation of the x-y-z axes as defined in the textbeam facility. Notice the
DAQ flow, and the TLU module that collects trigger events from the photomultipier. The ±2◦

angles are stereo angles needed for spatial resolution along the x-axis, they will be explained in55

more detail in section 2.

Figure 1.2: The definitions of the x, y and z axes is given: z-axis is the one along the beam
direction; y-axis is along the strip coordinates of each sensor; the x-axis is the one coming
out of the figure, it is the direction along which strips are positioned.

1.2 EUDAQ2 software architecture
EUDAQ2 is a data acquisition framework, written in C++, designed to be modulable and
portable [5]: “A core library is utilized to manage the readout, data collection and steering.60

The core only depends on standard C++ functionalities, allowing for platform independent
developments. Hardware specific code, a Producer, is linked to the core and can utilize more
specific external libraries. Figure 1.3 shows the architecture split into different processes.
The Run Control is the central controller that manages all the processes, taking the ini/config
files as an input; Producers are processes that communicate with the hardware, read out the65

data and send it to Data Collectors; Data Collectors are processes that collect the data
flows from individual Producers and merge them into a single data stream, writing it to file
stored in Disk. The file format is .raw, which means that, for our particular monitor, namely
StdEventMonitor, a converter is needed to turn the binary raw event to a standard event
format: then the monitor is able to read it and display plots out of it; the Log Collector70

displays log messages from all other processes in one unified logging window.

1.2.1 Online monitor for Telescopes

The Monitor reads the data file and generates online-monitoring plots for display. It can be
run in online or offline mode: offline mode is for data which was collected beforehand and
stored in disk; in online mode, instead, the monitor can connect to the Run Control, so it75

will know when new runs are started, it will automatically open when a new file is create and
it will automatically update during the acquisition. For the purpose of this report, the most
important plots produced by the monitor for LYCORIS are the correlation plots: these are
2-dimensional histograms where the strip coordinates of a sensor are displaced on the x-axis
(which therefore ranges from 0 to 1839, as explained in section 1.1), the ones of another sensor80
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Figure 1.3: Schematic view of the EUDAQ2 architecture. Red arrows represent data flow.
Run Control and Log Collector processes are omitted in this figure.

are instead on the y-axis, and, whenever there is signal during the data acquisition, the monitor
matches the strips that were hit on both sensors and creates a new entry. Examples can be
seen in figure 1.4 for MIMOSA telescopes.

Figure 1.4: Screenshot of the online monitor for MIMOSA pixel telescopes. For all his-
tograms: the labels on each axis are the strip coordinates of different sensors. These are
defined as the “X” or “Y” coordinates.



5

Correlation plots are very important because of the underlying physics on which they are
based. If beam particles travel perpendicularly to LYCORIS’s planes, we will expect to see85

many events on the diagonal that stretches from the lower left corner to the upper right corner:
signal hits should involve the same strip coordinates on different sensor planes, i.e. the particles
are supposed to travel through LYCORIS’s cassettes always at the same height, if the magnet
is turned off and there is therefore no bending. In reality, the trajectory of electrons will not be
in a straight line, since multiple scattering can occur inside planes, so the distribution of events90

near the diagonal line in correlation plots will have a wider spread. If, instead, the magnetic
field is turned on and the particles of same energy are bent with the same curvature, we still
expect to see a diagonal in correlation plots, parallel to the one without any bending, but with
a different offset, i.e. not passing through the zero coordinates of both sensors.

95

Diagonals are seen quite clearly in figure 1.4, but at the beginning of the summer school they
could not be seen for LYCORIS with the online monitor: this is because of the type of trigger
mode used for acquisition, which will now be explained in more detail. As the KPiX was
designed for ILC environment, the chip performs power pulsing, it is therefore not active all
the time but just for a short period, ∼ 20 ms, for each acquisition cycle. As stated in section100

1.1, the DESY II cycle follows a periodic, sinusoidal energy curve: the telescope’s acquisition
cycle can be synchronized to this curve, because DESY II sends a minimum energy signal that
works as external start-up signal [6]. Then there are two trigger modes:

• Self (or internal) triggering: the charge collected in a certain channel is collected only if
it exceeds a user-defined threshold;105

• External triggering: all charges in all channels are collected, as soon as an external signal
- which is supposed to indicate the passage of a particle - is fed to KPiX.

The immediate consequence of external triggering is that the charge collected by most of the
strips will be just noise, whereas only a few strips will have recorded a proper signal. The chase
for Landau distribution, expected for MIP particles, will require algorithm for signal/noise110

selection, and will be the study in sections 3 and 4.

1.2.2 StdEventMonitor architecture schematic view

Figure 1.5: EUDAQ2 flowchart for LYCORIS.
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2 Converter Source Code
As stated in section 1.2, data in .raw format cannot be read by our StdEventMonitor, but has
to be converted into StdEvent first.115

The source code for our converter is “kpixRawEvent2StdEventConverter.cc”, written by Dr.
Mengqing Wu on the 20th of June 2019, based on the new KPiX DAQ for LYCORIS telescope.
The code includes some ROOT header files to be able to work with histograms, trees and files.
It also includes “kpix_left_and_right.h”, which is simply a lookup table so that the conversion
from channel ID to strip ID for every sensor is possible.120

The converter first receives the .raw file as an input and checks if it is empty or not. It is
supposed to recognize if it is data from external trigger or self trigger runs, but for the moment
this option has to be hardcoded with a bool variable. The other two inputs are a configuration
file and the file where the StdEvent is supposed to be saved.125

The converter then defines the StandardPlane as if it were a pixel plane with 1840 pixels in
y-axis and only 1 pixel in x-axis, so basically it reproduces a strip sensor. After this, the con-
verter calls the “parseFrame” function: a Frame is defined as 1 acquisition cycle, containing
multiple data Samples; samples contain data collected by channels, they can be stored in 4
different buckets (i.e. memory cells) but only the bucket 0 is used by the converter.130

We will now explain what parseFrame does for self trigger runs; the algorithm for external
trigger is different, it will be explained in section 3 and its implementation with a temporarily
workaround will be motivated and validated in section 4. For self triggering, the function
basically loops over all samples inside the frame, to look for hits in each plane and push them to135

the plane already defined by the converter. During this loop, the function calls “parseSample”,
which is a simple function that looks inside a sample and return the following things:

• the KPiX number, which goes from 0 to 11;

• the channel number, which goes from 0 to 1023;

• the strip number, which for each KPiX goes from 0 to 919 and is obtained by the channel140

number by means of the lookup table “kpix_left_and_right.h”;

• the charge collected by the strip.

As regards the charge: the KPiX readout is not binary, so ADC values have to be converted to
fC; ADC/fC slopes are different for every channel, so a calibration file is needed and has to be
included as well, to work as a lookup table. It should be stated that data acquisition can be145

performed in two different gain modes: normal and high gain. This results in different slope
values for each channels, typical values for ADC/fC slopes in normal gain are 2 ∼ 5 fC, whereas
for high gain they are 10 ∼ 20 fC.

So now parseFrame knows, for every iteration inside the loop, the number ID of the sensor,150

given the KPiX number. The conversion from KPiX number to PlaneID is possible if the con-
figuration is known. The converter code uses the configuration in figure 2.1 as a reference.

Finally, the converter considers the orientation of sensors inside the cassettes: as seen in figure
2.1, for each cassette there are two sensor planes oriented in one direction and one in the oppo-155

site direction. There are mechanical reasons why this happens: a stereo angle of 2◦ is needed
for some planes, so that not only the strip coordinate (y-axis) for every hit is recorded, but
also the position along the x-axis, which means along the strips, can be derived with a spatial
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Figure 2.1: Test beam parametrization as of July 2019. S# stands for the number of sensor
plane, ranging from 0 to 5; k# stands for KPiX number, ranging from 0 to 11 [9].

resolution of . 1 mm. Each sensor plane is inside its own support: this can be placed in the
cassette with a 0◦ or a 2◦ stereo angle, depending on which hole of the support is chosen. To160

obtain a −2◦ stereo angle, the whole sensor has to be reverted upside down, and the 2◦-hole has
to be chosen. The converter takes this into account and chooses to revert the strip coordinates
of all sensors marked in red in figure 2.1: in this way, at the end, it is as if all sensors had the
same y-axis definition, with strip coordinates starting from 0 at the bottom and finishing at
1839 at the top, like the green ones in figure 2.1 already have.165

At this point, the loop inside parseFrame is ready to push the coordinate of the strip that was
hit for each sample. For self trigger runs, it is also possible to match only events which occur
within a specified amount of time. For external trigger runs, instead, the parseFrame loop has
to do even more, because it has to take into account the fact that most charges collected are170

noise and not signal, as already stated. The algorithm will be fully explained in section 3.
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3 Offline data analysis algorithm
This section explains how the offline external trigger data analysis algorithm works.

3.1 Pedestal subtraction
When performing an external trigger run, as soon as an external signal is sent by the TLU, all175

charges collected on all channels are stored. This means that, together with the signal, most of
the data collected will be just noise. So an algorithm to select signal has to be implemented,
and this requires a series of different steps. The very first step comes from looking at the charge
distribution on a single channel (for example, figure 3.1) and realizing that it is not centered
in 0 fC, but typically around 40 ∼ 60 fC. This is due to the pedestal level, that is an intrinsic180

noise level that depends on the electronics; so it is expected to be different from channel to
channel because of the different circuitry.

Figure 3.1: Charge distribution of KPiX 4 - Channel 20 before any algorithm is applied.

So, firstly, the charge distribution has to be corrected by subtracting the pedestal level, which
results in the noise distribution centered at 0 as expected. The strategy for pedestal level185

determination is the following:

1. For each channel of each KPiX, a std::vector<double> is created - for a total of 12×1024 =
12288 vectors. Each is meant to be the vector of all charges in fC collected by a particular
channel, which is why it is defined to contain double-type values;

2. While looping over all cycles of the .raw data file, the values of charges collected by each190

channel are pushed in the vectors. At the end, all vectors have the same length;

3. After the loop, a median of the charges is evaluated for each vector. This value is therefore
called “pedestal median” and has to be subtracted from each entry of the vector;

4. Also the Median Absolute Deviation, or MAD, is evaluated. MAD is simply the median
of the distribution of the absolute difference between values in the vector and the vector195

median.

The MAD gives therefore an indication of how spread the charge distribution is. Typical values
for MAD for LYCORIS are around 0.3 ∼ 0.6 fC, but it is known that some channels have MAD
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equal to zero, indicating that the measurement is not reliable (because at least some electric
noise would be expected) so the algorithm for analysis is asked to cut on such channels. Finally,200

median and MAD are more robust estimators than mean and standard deviation, because they
are less dependent on outliers.

Figure 3.2: Charge distribution of KPiX 4 - Channel 20 after pedestal subtraction.

Figure 3.2 shows an example of the charge distribution on a single channel after pedestal
subtraction: it is clear from the x-axis range that the distribution was shifted much closer to205

zero than it was before (figure 3.1). But a further correction is still needed, since the so-called
“common mode noise” affects the distribution. The source of this additional, intrinsic noise
level is the power cycling of the sensors: all channels of a KPiX share the same front end
electronics, so this type of noise coherently affects their charge readout [8]. The algorithm
has to consider, for each KPiX and for each different cycle, the charge distribution - already210

subtracted by the pedestal level - of all 1024 channels, take a median out of it and subtract it
from the charges collected.

Figure 3.3: Charge distribution of KPiX 4 - Channel 20 after pedestal and common mode
noise subtraction.

Figure 3.3 shows an example of the charge distribution on a single channel after both pedestal
and common mode noise subtraction: now the noise distribution is centered at 0 fC, which opens
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the possibility to evaluate the significance of hits, with the algorithm explained in section 3.2.215

3.2 Signal significance selection
First of all, figure 3.4 shows how it is possible to make a gaussian fit on the charge distribution
of a single channel over all cycles. As most of the charge is noise, the noise level is defined as
the sigma of the gaussian distribution: σnoise.

Figure 3.4: Noise distribution, gaussian fit.

Figure 3.5: Signal distribution, landau fit.

The algorithm used for offline analysis does not need to perform any fit procedure, because, for220

the gaussian distribution, a robust estimator for σnoise comes from the newly obtained charge
distribution MAD, according to equation (3.1) [7]:

σnoise = 1.4826 × MAD (3.1)
At this point it is possible to evaluate the significance of every hit, which is the ratio between
the charge and σnoise. Then “good strips” are found based on a simple hypothesis test. Figure
3.5: according to previous study on this project, one can get an expected Landau distribution225

out of channels inside beam area. The selection for such events against noise events is S/N
ratio above 3.
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4 Online data analysis algorithm
The algorithm explained in section 3 was only suitable for offline data analysis, where it is
possible to loop over all data samples and take a look at the overall charge distribution, subtract230

the pedestal and common mode noise level and perform cuts on noise, based on the evaluated
σnoise; however, it is not possible to implement the same algorithm in online data analysis,
because the pedestal median and noise level would have to be updated on the fly, for every new
cycle, but currently the converter only processes 10 events at a time, and can not store the
previous event information nor update the plotted events. For the time being, a workaround235

was thought of. The idea is to proceed as follows:

1. At the beginning of data acquisition, a preliminary run should be taken;

2. The data from the first run should then be analyzed offline: for each channel, pedestal
levels and noise levels (from pedestal MAD) should be stored in a .root tree file;

3. For the following runs, subtract from the charge distribution the pedestal median calcu-240

lated from the preliminary analysis. Then subtract the common mode noise - this can
easily be done on the fly, because it depends uniquely on the charge distribution of each
sensor for the current cycle;

4. Perform the signal/noise selection based on σnoise evaluated from the preliminary run.
Only parse “good hits” to the monitor.245

This procedure can be implemented in the converter, but it clearly requires the strong assump-
tion that pedestal median and noise levels do not change between runs. The purpose of this
section is to prove that, even under different experimental conditions, within certain limits, said
assumption holds for most of the channels and it is reasonable to implement this temporarily
solution.250

4.1 Pedestal database
In this section I will present my studies on pedestal median: how it changes over different runs;
how the behaviour of a single channel can be classified as good or bad; most importantly, I will
prove that the preliminary run workaround can be safely applied.

255

During July test beam campaign, many external trigger data files were taken, in many different
configuration. In this study I selected a small, random sample of eight different channels from
the telescope; for each one, I plotted the distribution of the pedestal median over 13 different
runs, in which all experimental conditions were the same except for the bias voltage applied to
the silicon sensors (that varied in the range between 50 V and 150 V). The results are shown260

in figure 4.1.

In figure 4.1, the x-axis is always the same for all channels, ranging from 0 to 100 fC. The
y-axis is the number of runs in which a certain pedestal level was observed for that channel.
Different histograms have differently shaped distributions of pedestal level: some channels have265

a pedestal level that hardly changes between runs, whereas for some other channels the pedestal
level varies significantly - which is why their histograms are highlighted in red.

For each distribution of pedestal level, a box is provided with the following information:
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Figure 4.1: Pedestal median distribution for eight different random channels.

• Sample median: a median is evaluated out of the distribution of pedestal level over270

different runs. The reason why the median was chosen rather than the mean is, again, to
avoid the influence of outliers. If, out of 13 runs, a channel presents the same pedestal
level in the majority of cases, and only has significantly different pedestal levels in very
few cases, the sample median does not penalize it too much;

• Sample MAD: the MAD of the distribution is also evaluated. It is, again, an indication275

of how spread the distribution of pedestal level is for each channel.

What clearly distinguishes blue channels from red channels is their “Sample MAD”: we can
notice that blue histograms have a sample MAD far less than 1 fC, whereas red histograms
have a sample MAD that can go from ∼ 1 fC up to ∼ 20 fC or, presumably, even more. So a
quick way of deciding how many channels are well-behaving, as opposed to the ones who signif-280

icantly change their pedestal level between runs, is - rather than checking one by one the 12288
possible channels - to plot histograms of the sample MAD distribution over all channels. The
result of this study is summarized in figure 4.2. For this plot, a random cut at 0.5 fC was cho-
sen, but it is evident that any cut between 0.2 fC and 0.5 fC would not produce much difference.

285

Figure 4.2 shows that only ∼ 3% of the channels have a bad behaviour under different run
conditions (here, when applying different bias voltages). This means that the temporarily
solution for pedestal level determination is actually suitable for our goals.
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4.2 Noise level determination database
The next step is to check whether the noise level, σnoise, evaluated after common mode noise290

subtraction, changes significantly between runs. The same random sample of eight different
channels from the telescope was considered; for each one, the distribution of noise level over
runs was plotted. The results are shown in figure 4.3.

In figure 4.3, the x-axis is always the same for all channels, ranging from 0 to 3.5 fC. The y-axis295

is the number of runs in which a certain noise level was observed for that channel. Again,
channels which have a bad behaviour are highlighted in red. For this study, two different vari-
ables can be used to discriminate between blue and red histograms: firstly, the sample MAD
of blue channels are mostly below 0.01 fC; secondly, the sample median of blue channels is less
than 1 fC, whereas for the red channel the sample median is significantly higher. It is therefore300

interesting to see the overall distribution of sample MAD and sample median for noise level
over different runs, in a 2-dimensional histogram. Figure 4.4 shows the result of this study,
with a logarithmic scale on z-axis to have a better overview of the distribution.

The result of this study is satisfactory: & 90% of the channels are “good”, which means that305

they belong to the region where their sample MAD is less than 0.5 fC and the sample median
is less than 1 fC.

Combining together the results of this section, we can safely apply the pedestal database and
noise database from a preliminary sample to new runs.310
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Figure 4.3: Noise level distribution for eight different random channels.
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5 Results and discussion

5.1 July 2019 test beam campaign
Since results from section 4 proved that the online monitor now can perform pedestal subtrac-
tion and signal/noise selection on the fly, thanks to a database, I will now present the current
status of the monitor when ran over external trigger data from test beam runs in July 2019.315

This campaign aimed to test LYCORIS performance inside the PCMAG, with the aid of MI-
MOSA telescopes placed between the upstream and downstream cassettes, as was shown in
figure 1.1. The displacement of the six sensor planes is shown again in figure 5.1.
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Figure 5.1: Test beam parametrization as of July 2019. S# stands for the number of sensor
plane, ranging from 0 to 5; k# stands for KPiX number, ranging from 0 to 11 [9].

Figure 5.2: Current status of the online monitor. A clear correlation is seen between sensor
planes when a cut of S/N ratio above 3 is applied.

Figure 5.2 shows the results of the current version of correlation plots produced by online
monitor for external trigger runs: the expected diagonal that stretches from the lower left320

corner to the upper right corner is clearly seen.
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5.2 Summary
I have worked on delivering a telescope online monitor prototype which plots correlations be-
tween sensor planes. From this work, I was able to adapt the offline data analysis algorithm for
the online monitor software framework. I have demonstrated that the pedestal value and the325

noise level of the sensor do not vary too much between different runs with similar experiment
conditions.

5.2.1 Real data taking experience

Figure 5.3: Setup in the eLab. Scintillators are used to provide external trigger, lead block
is placed to select hard muons.

In terms of hardware experience, I have participated to the July test beam campaign and helped
to setup a cosmic ray run setup in the FH E-lab. Here I will add two photos to show what the330

setup looks like: figures 5.3 and 5.4.

5.3 Outlook
It is clear that, even though our prototype has undergone many improvements, several im-
provements are still needed. In this section, the most important ones - that will presumably be
implemented before future tests in online mode with test beam - are discussed.335
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Figure 5.4: Setup in the eLab. The telescope and a lead block are placed between two
scintillators; photomultipliers are powered with 1150 V; the DAQ board can be seen on the
table on the right, and the Trigger Logic Unit, or TLU, is the blue module on the right.

+++ Online Data Analysis +++

In section 4, a workaround for the implementation of the online analysis algorithm was pre-
sented, motivated and validated. It has been shown that the temporarily solution could work,
but it would be better and it would save much time if the monitor were able to perform the340

pedestal subtraction and noise level determination properly on the fly, i.e. being able to handle
a running median instead of using a database.

If, however, the temporarily solution were to be adopted in the long term, the studies on channel
behaviour should definitely be improved. For instance, referring to section 4:345

• Plots such as the one in figure 4.2 could be improved: a different cut could be applied,
perhaps lowering it to 0.2 fC could make sense, since this value is comparable with typical
noise level for “good” channels - that is, the ones in blue in figure 4.3;

• Channels with pedestal MAD equal to 0, i.e. those who do not even seem to collect electric
noise in their charge distribution, should be excluded from the studies on pedestal and350

noise level databases, since those channels would be excluded by the algorithm anyways.
It should also be checked how many of them contribute to the large zero bin in figure 4.2;
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• Throughout all studies for pedestal and noise level databases, the only experimental
condition that was varied between the 13 chosen runs was the bias voltage applied to the
sensors. Of course, other situations were quickly tested and the results are shown in the355

Appendix. It could be interesting, for example, to compare results between magnet on
and magnet off data.

+++ Hit Clustering +++

Currently, the StdEventMonitor does not have any algorithm for Hit clustering, but we plan to
implement it in the future. The following process should be done for each different acquisition360

cycle, for each sensor:

1. Within an acquisition cycle, the collected charges of all 1840 channels of each sensor plane
are considered. The charges have already been corrected with pedestal and common mode
noise subtraction, and both KPiX of each sensor are being considered at the same time.
Hit candidates are to be individuated based on the signal/noise selection;365

2. Cluster seeds have to be chosen amongst all hit candidates: the ones with highest signif-
icance are chosen, but a cut is applied on charge value, because we want to avoid hits
from accidental spikes;

3. a loop over all the seeds is performed, to group neighboring strips starting from the
cluster seeds and ending when no more “good hits” with significance lower than the seed370

are found.

4. The position of the center of gravity has to be obtained by weighting the position of each
strip with its charge value; this center of gravity will then be the position of the cluster.

+++ New control information +++

The Online Monitor could be configured to include some slow control information, such as375

Humidity, Temperature and Bias Current of the sensor planes. These variables are already
present in .raw data files but not currently used.
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Appendix

Figure 5.5: Rail structure for movement along magnet angle is relevant to our further
studies.
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Figure 5.6: Pedestal median distribution for eight different random channels, when rail
angles were changed and PCMAG was off.

Further studies on pedestal and noise level databases are presented. In section 4 the 13 different
external trigger runs only differed for bias voltage applied; here, bias voltage is set to 70 V, but380
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the position of the cassettes along the rail supports is changed and the magnet can be turned
on or off.

Figure 5.5 shows the rail support for the cassettes. For figures from 5.6 to 5.9, rail angles
are said to change between -3/-3 and +3/+3: from a mechanical point of view, this means385

that cassettes were moved along their rail supports, and an angle switch of “1” resulted in a
5◦ change in orientation. The x-axis ranges significantly vary between histograms, and bad
channels are not highlighted in red.
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Figure 5.7: Noise level distribution for eight different random channels, when rail angles
were changed and PCMAG was off.
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Figure 5.8: Pedestal median distribution for eight different random channels, when rail
angles were changed and there was a magnetic field of 0.9 T.
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Figure 5.9: Noise level distribution for eight different random channels, when rail angles
were changed and there was a magnetic field of 0.9 T.
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